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10 years ago at the Sagan Workshop…

“Her slides were very patriotic.” 
https://xwcl.science/magao-c/sagan-2014-imaging-planets-and-disks/



Some (Very) Quick Motivation
Direct imaging observations suffer 
from uncorrected phase errors.

Image credit: Jason Wang (Northwestern)/William Thompson (UVic)/
Christian Marois (NRC Herzberg)/Quinn Konopacky (UCSD)

Observing (and post processing) 
strategies that can remove these 
phase errors would allow us to 
access small angular 
separations, benefiting a wide 
variety of science cases!



Aperture Masking Interferometry
Transforming a filled aperture into 
an interferometric array via a 
pupil-plane mask.

Image credit: Peter Tuthill
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Young’s Double Slit Experiment (1801)

Fringe spacing depends on slit separation, 
modulation depends on slit size!



Non-Redundant Masking

Pupil Image Complex Visibilities
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Non-Redundant Masking
Using NRM to measure stellar diameters was first suggested by Fizeau in 1868!

Pupil Image Complex Visibilities

For a nice jumping off point to 
explore the history of AMI, see 
Tuthill 2012!



NRM fringes can be described by amplitude and phase.

Pupil Image Complex Visibilities



Interpreting Interferometric Observables
van Cittert-Zernike Theorem: the 
complex visibilities of an incoherent 
source at great distance are equal 
to the Fourier transform of the 
source brightness distribution

Source: Jacopo Bertolotti https://twitter.com/j_bertolotti/status/
1674801693228417031?s=20

https://commons.wikimedia.org/wiki/User:Berto
https://twitter.com/j_bertolotti/status/1674801693228417031?s=20
https://twitter.com/j_bertolotti/status/1674801693228417031?s=20
https://twitter.com/j_bertolotti/status/1674801693228417031?s=20


NRM observables are linear in instrumental phase…

Φi ΔΦ2

ΔΦ1

(u,v)

AeiΦ(u,v) = Aei[Φi + (ΔΦ2 - ΔΦ1)] 

Φ(u1,v1)  = Φi(u1,v1) + (ΔΦ2 - ΔΦ1)



…and closure phases are robust to instrumental phase.

   Φ(u1,v1)  = Φi(u1,v1) + (ΔΦ2 - ΔΦ1)
+ Φ(u2,v2)  = Φi(u2,v2) + (ΔΦ3 - ΔΦ2)
+ Φ(u3,v3)  = Φi(u3,v3) + (ΔΦ1- ΔΦ3)

Φ(u1,v1)+Φ(u2,v2)+Φ(u3,v3) = Φi(u1,v1)+Φi(u2,v2)+Φi(u3,v3)
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For a thorough discussion 
of phase errors in AMI, 
see Ireland 2013.



What about a redundant aperture?

Φi
ΔΦ2

ΔΦ1

ΔΦ4

ΔΦ3

AeiΦ(u,v) = A21ei[Φi + (ΔΦ2 - ΔΦ1)] 

+ A43ei[Φi + (ΔΦ4 - ΔΦ3)] 

Φ(u,v) = Arg{A21ei[Φi + (ΔΦ2 - 

ΔΦ1)] + A43ei[Φi + (ΔΦ4 - ΔΦ3)]}

Not linear in 

instrumental 

phase :(

Note: Kernel phase interferometry can overcome this 
issue if you have high image quality! (Ask me after!)



Interpreting NRM Observables: Closure Phases
(Sums of) Fourier Phases Intrinsic to the Source

Fourier PhaseBinary Image

The phase signal seen by 
a particular baseline 
depends on its orientation 
and its length!

Baselines oriented this 
way see phase that 
changes sinusoidally 
with length.

Baselines oriented 
this way see phase 
that doesn’t change 
with length.
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Interpreting NRM Observables: Closure Phases
Sums of Fourier Phases Intrinsic to the Source



Interpreting NRM Observables: Visibilities
Fourier Amplitudes Intrinsic to the Source 

An Introduction to Radio Astronomy; https://www.jb.man.ac.uk/ira4/IRA4%20SuppMat_Chapter9.htm 

https://www.jb.man.ac.uk/ira4/IRA4%20SuppMat_Chapter9.htm
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NRM Contrast 

• NRM’s self-calibrating 
observables enable “super-
resolution”: moderate contrast 
down to and within the 
diffraction limit


• We can re-project closure 
phases in a statistically 
independent way to make the 
wide-separation NRM 
contrast curve deeper (Ireland 
2013; not shown on the right)

Xuan et al. 2018; Vides et al. 2023



Ground-Based AMI



Early Demonstrations with UH 88, AAT, Hale
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described here using non-redundant aperture masks was dis-
cussed by Rhodes and Goodman9

. A mistaken belief that the 
sensitivity of the method is very poor may explain why it has 
not been used in practice. 

Images were obtained on the night of 4 December 1984 with 
the Galileo/Institute of Astronomy CCD (charge-coupled 
device) camera on the University of Hawaii 88-inch telescope 
on Mauna Kea. The telescope pupil was re-imaged behind the 
1/10 Cassegrain focus with a 50-mm/1.4 lens; at the pupil plane 
the diameter of the pupil was 5.0 mm. Another lens focused the 
parallel beam onto the CCD so that the final image scale was 
36.5 pixels per arc s, giving adequate sampling for baseline 
lengths up to 1.7 m. An interference filter centred on 6,770 A 
(FWHM 155 A) defined the bandwidth. Several different non-
redundant aperture masks were placed in the pupil plane. We 
used between 3 and 6 apertures per mask, with effective aperture 
sizes of 13.5-45 cm and effective spatial separations of the aper-
tures of 0.45-2 m. Exposure times varied from 17 ms to 5 s. 
Observing conditions were average for this site, with some thin 
cloud, wind speeds of15 km h- 1 and wind shear of -45° between 
the upper and lower layers of the atmosphere. The seeing, in 
the conventional sense, is estimated to have been between 1 and 
1.5 arc s (FWHM). 

Fig. 2 a, Observed fringe visibilities of unresol-
ved stars as a function of exposure time. b, 
Dependence of the measured closure phases on 
the mean visibility of the fringes in an exposure. 
Symbols represent different ranges of exposure 
times:., <50ms; +, 50-200ms; 0, >200ms. 

Figure 1 a, b shows typical CCD frames of a single, bright, 
unresolved star (magnitude m = 0.1), taken using a 3-hole mask 
with effective hole diameters of 13.5 cm. Three sets of fringe 
patterns, each corresponding to a particular pair of apertures, 
are seen superimposed on the overlapping seeing disks of the 
source. 

The amplitude and phase of each fringe pattern were obtained 
by Fourier transformation of the image frames. For baseline 
lengths of 0.45-2 m we find no apparent correlation between 
visibility amplitude and baseline, and we have plotted the visibil-
ity amplitudes for all spacings against exposure time in Fig. 2a. 
The scatter and decrease in amplitude A with exposure time 
texp is consistent with a Rayleigh distribution of random-phasor 
sums (A oc characterized by a coherence time te < 50 ms. 

Closure phases were derived from the sum of the visibility 
phases for all exposure times <200 ms and for a few of the 
longer exposures. As expected, there was a very large scatter in 
the closure phases for frames with texp » te , which was the case 
for many of our exposures. However, for texp 100 ms, 64% of 
the frames gave closure phases <40°, and for the frames with 
the highest visibilities (such as Fig. 1 a) the closure phases were 
<10°, consistent with the zero closure phase expected for an 
unresolved source. The scatter in closure phase measurements 
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The angular resolution of long-exposure optical images taken with 
large telescopes at the best sites is limited by atmospheric phase 
fluctuations to - 0.5-1 arc s; that is, -10-50 times worse than the 
theoretical diffraction limit. In contrast, the measurement of 
visibilities and closure phases of fringe patterns in short-exposure 
images, taken through an aperture mask comprising a non-redun-
dant array of three or more holes, offers the prospect of reliable 
diffraction-limited imaging using methods well established in very 
long baseline interferometry (VLBI) at radio wavelengths. Here 
we report successful first measurements of fringe visibility and 
closure phase by this technique, together with evidence that the 
method is applicable to objects as faint as magnitude 15. 

Various interferometric techniques have been proposed'-4 for 
obtaining high-resolution information from measurements of 
the spatial coherence function. The amplitude of the function 
is easily obtained, but the phase is seriously disturbed by atmos-
pheric and instrumental fluctuations. These atmospheric disturb-
ances can be characterized by the spatial scale, '0 (typically 
0.1 m), across which the r.m.s. phase fluctuation is 1 radian, and 
the coherence time, Tc (typically 10 ms), over which the r.m.s. 
phase fluctuation at a fixed point is 1 radian. In the absence of 
useful phase measurements, the reconstruction of reliable 
images is difficult and sometimes impossible. Algorithms for 
extracting phase information from short-exposure images5 break 
down in conditions of poor signal-to-noise ratio. Except for 
simple cases such as binary stars, or where a bright star at one 
edge of the image allows speckle holography to be used6

, no 
reliable diffraction-limited optical images have been obtained 
by any of these techniques. In radioastronomy, on the other 
hand, diffraction-limited imaging is achieved routinely in VLBI 
under conditions in which phase disturbances produced by the 
atmosphere are the same as those experienced in optical imaging, 
differing only in their spatial and temporal scales. 

The simplest form of VLBI array comprises three telescopes. 
Correlators are used on each of the three interferometer 
baselines to provide measures of the amplitude and phase of 
the spatial coherence function. The true phases ¢'2, ¢23 and 
¢3' on the three baselines are disturbed by the unknown atmos-
pheric and instrumental phases a" a2 and a3 at the three 
telescopes to give the measured values (¢'2 + a, - a2), (¢23 + 
a2-a3) and (¢3,+a3-a,). The sum of the three measured 
phases, the closure phase, is (¢12 + ¢23 + ¢3') and is a property 
of the coherence function alone, independent of the atmospheric 
and instrumental effects. The methods for using this type of 
information for constructing images are reviewed in ref. 7. 

The optical analogue of this interferometer consists of three 
holes, each smaller than the scale, '0, of the atmospheric fluctu-
ations, in a mask placed at the telescope aperture, or equivalently 
in a re-imaged pupil plane. The image of an unresolved object 
is in effect the diffraction pattern of a single hole crossed by 
three sets of interference fringes corresponding to the separ-
ations and orientations of the three holes. The phases of the 
fringe patterns can be determined relative to an arbitrary point 
in the image plane; the closure phase is independent of the 
location of this point. For a point source the closure phase is 
always zero, and this provides a convenient test to demonstrate 
the technique. 

The application of closure phase measurement to optical 
interferometry was first suggested by Rogstad8 and the method 

Fig. I Optical images obtained with three-hole aperture masks. 
a, f3 Ori, m =0.1; 13.5 cm effective aperture diameter; 50ms 
exposure. b, As a; 1 s exposure. c, f3 Tau, m = 1.6; 45 cm effective 
diameter; 100 ms exposure; slightly defocused, which separates 
the images from the three apertures without significantly defocus-

ing the individual images. 
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Early AMI observations did not use AO, and 
required short exposure times to “freeze-out” 
the atmosphere!


Baldwin et al. 1986; Frater et al. 1986; 
Readhead et al. 1988; Haniff et al. 1987



10m-Class AMI Beginning with Keck
Evolved Stars, YSOs, Colliding Binaries’ Plumes and Wakes

IRC+10216

LkH⍺ 101

WR 98A

WR 104Red Rectangle
MWC 349A

WR 140 WR 112

e.g. Tuthill et al. 2000, 2001; Danchi, Tuthill, & Monnier 2001 



AMI + Adaptive Optics on 10m Class Telescopes

Figure 7 shows the best-fit three-point-source position angles
for the 2009–2016 epochs, along with the four new Keck
epochs from 2017 to 2020. Figure 8 shows an example of ¢L
three-point-source model fits plotted over the reconstructed
images. The 1σ orbits published in Sallum et al. (2015a)
generally agree with the astrometry from the newly reduced
LBT data. However, one notable difference for the 2016
epochs is that, when a three-point-source model is enforced, the
predicted orbits for c and d overlap with the southwest and
central sources, respectively (as opposed to northeast and
central, which were identified as c and d in Sallum et al.
2015a). The 2017–2020 Keck data sets yield the same results;

the central and southwest sources overlap with the c and d
orbital estimates, while a northeast source exists away from any
orbital predictions. In short, once the predicted position of
LkCa 15 b exits the forward-scattering side of the disk, the
best-fit point-source position angles are inconsistent with
orbital expectations.
This result is consistent with the morphology in the

reconstructed images (Figure 2). The infrared emission stays
on one side of the star, at the expected orientation for forward-
scattered light based on prior disk constraints (e.g., Thalmann
et al. 2016; Long et al. 2022). The three-point-source fit then
yields position angles that are constant in time to within ∼30°–

Figure 7. Position angle evolution of three-point-source model fits compared to orbiting and stationary scenarios. Scattered points with error bars show best-fit
position angles of three-point-source models fit to each L-band (red), K-band (green), and H-band (blue) epoch. The first three sets of points show the fit results
published in Kraus & Ireland (2012), which we include since they were used for the orbital fitting published in Sallum et al. (2015a). Gold, turquoise, and purple
shaded curves show the best-fit orbits to the LkCa 15 b, c, and d candidates identified in Sallum et al. (2015a), respectively. Horizontal dotted lines indicate constant
position angles. Solid curves show ∼20 au Keplerian orbits aligned with the outer disk (Section 6.2.1). As discussed in Section 6.2.1, although we only fit three-point-
source geometric models at any given epoch, we include the four Keplerian orbits to illustrate the expected signal for forward scattering by clumps orbiting through
the disk.

Figure 8. Images show example reconstructed ¢L -band images with hollow circles indicating the best-fit three-point-source model positions. The position angles of the
circles in each panel correspond to the red points in Figure 7. The three-point-source model positions generally overlap with bright regions in all of the reconstructions.
However, since the model requires all off-axis flux to be concentrated in three delta functions, the point sources do not necessarily always fall on the brightest pixels.

15

The Astrophysical Journal, 953:55 (21pp), 2023 August 10 Sallum et al.

The Astrophysical Journal, 745:5 (12pp), 2012 January 20 Kraus & Ireland

Figure 3. Left: the transitional disk around LkCa 15, as seen at a wavelength of 850 µm (Andrews et al. 2011). All of the flux at this wavelength is emitted by cold
dust in the disk; the deficit in the center denotes an inner gap with radius of ∼55 AU. Right: an expanded view of the central part of the cleared region, showing a
composite of two reconstructed images (blue: K ′ or λ = 2.1 µm, from 2010 November; red: L′ or λ = 3.7 µm, from all epochs) for LkCa 15. The location of the
central star is also marked. Most of the L′ flux appears to come from two peaks that flank a central K ′ peak, so we model the system as a central star and three faint
point sources.

3.2. Orbital, Morphological, and Atmospheric Properties

The observed morphology of LkCa 15’s candidate companion
is more complicated than that of older directly imaged exoplan-
ets, which are seen as unresolved point sources (Marois et al.
2008; Kalas et al. 2008; Lagrange et al. 2009). The flux is mostly
concentrated in a single unresolved location at 2.1 µm, but it is
clearly extended at 3.7 µm. The most simple interpretation is
that the central source is therefore a newly formed exoplanet,
which emits significant flux at 2.1 µm due to either a warm
atmospheric temperature or accretion of hot material. The sur-
rounding 3.7 µm dominated emission would then trace extended
circumplanetary material, most likely as it is accreting down to
the planet, though perhaps as it accretes past the planet and onto
the inner disk (e.g., Dodson-Robinson & Salyk 2011). We can
extrapolate the orbital radii, absolute magnitudes, and colors of
these structures from our global fit of all observations (Table 2,
bottom section) using the apparent magnitudes, distance, and
age for LkCa 15 which we describe further in Appendix.

We converted the observed separation and P.A. for each
source into a deprojected orbital radius using the observed
disk geometry (i = 49◦, P.A. = 241◦; Andrews et al. 2011):
RNE = 20.1 ± 2.8 AU, RCEN = 15.9 ± 2.1 AU, RSW =
18.4 ± 2.6 AU. Model fits for disks typically vary by ∼5–10◦

between different observations and models of the same targets,
so we adopt a systematic uncertainty of ±5◦ in the inclination;
combined with the distance uncertainty of ±15 pc, the total
uncertainty in deprojected radii is ∼15%. Given deprojected
orbital radii of ∼16–20 AU, then the corresponding orbital
period and orbital motion around a solar-type star are ∼90 years
and ∼4 deg year−1. Our astrometric precision for the central
source (i.e., the proposed planet itself) is ∼1.◦5 (for its K ′

emission), so it is plausible that we could see orbital motion
at the 3σ level within the next 1–2 years. Orbit determinations
for other high-contrast companions (such as GJ 802 B; Ireland
et al. 2008) show that the astrometric errors predicted by NRM
are typically valid. The L′ astrometry for the SW source might
already be showing orbital motion, since the offset between
2009 and 2010 is almost entirely in the P.A. direction and has
a magnitude of 1.7σ . However, if the emission comes from

a spatially resolved region, then it could be subject to two
uncertainties. Since we are fitting a potentially resolved source
as a point source, model mismatch could cause systematic
astrometric errors. More seriously, if the emission comes from
an extended dusty structure, then the centroid of the emission
itself could change (with respect to that structure’s position)
over time. Even if the dust producing the L′ emission is orbiting
at a Keplerian velocity, the emission from different points in the
structure might wax or wane. A conservative estimate of orbital
motion should be based on at least several additional epochs,
in order to determine the residuals around its apparent orbital
velocity.

The observed contrasts can be converted into absolute
magnitudes using the observed photometry for LkCa 15 A
(Appendix) and the distance to Taurus–Auriga, 145 ± 15 pc
(Torres et al. 2009); the combined absolute magnitude and
color for all three components are ML′ = 6.8 ± 0.2 mag and
K ′ − L′ = 1.7 ± 0.2 mag. Young hot-start planets should have
SEDs similar to L dwarfs, so assuming an approximate tempera-
ture of 1500 K and appropriate bolometric corrections (Leggett
et al. 2002), then the corresponding bolometric luminosity is
Lbol = 2 × 10−3 L⊙, with an uncertainty of at least a factor of
2–3 (depending on the actual temperature).

Since the observed flux comes from spatially resolved struc-
tures and not a single point source, then the physical properties
of each component must be considered individually. If the flux
seen from the central source (near the K ′ peak) corresponds
to the planet, then its brightness and color (MK ′ = 9.1 ± 0.2;
K ′ −L′ = 0.98 ± 0.22) are more consistent with a photosphere
than with warm dust. For ages of 1 Myr or 5 Myr (bracketing
the 1σ limits on the age of LkCa 15), then this brightness would
naively be consistent with a mass of 6 MJup or 15 MJup accord-
ing to the “hot start” models (Chabrier et al. 2000). However,
if this planet is newly formed, then even the value for 1 Myr
might be an overestimate. Furthermore, the presence of signif-
icant circumplanetary material suggests that it is quite likely to
be accreting, and current planet formation models suggest that a
giant planet should intercept much of the disk mass that would
otherwise accrete onto the central star (Lubow & D’Angelo
2006; Machida et al. 2010), typically Ṁ = 10−7–10−9 M⊙ yr−1
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et al. (2014), Oh et al. (2016), and Currie et al. (2019; see also
Section 5.1). The two-component polar Gaussian ring model is
significantly more consistent with the VLT/SPHERE-IRDIS
visibility measurements, having ln (P(D|M))=−577.7± 0.2.
The final component added to the modeling was a marginally

resolved central, inclined (elliptical) Gaussian disk, to account
for emission on scales less than ∼50 mas (<8 au). The VLT/
SPHERE-IRDIS observations provide a unique opportunity to
uncover structure at this angular scale. There exists indepen-
dent observational evidence for an inner disk (∼1 au) in
LkCa 15 from spectroscopic observations (Alencar et al. 2018),
and one has been hypothesized in SED studies (e.g., Espaillat
et al. 2007, 2010; Mulders et al. 2010). A sub-au disk
component also was used in the LkCa 15 radiative transfer
modeling by both Thalmann et al. (2014) and Currie et al.
(2019). The best-fit model image for the two polar Gaussian
rings plus a central, inclined, Gaussian disk (2PG+IG) is
shown in the bottom panel of Figure 2. By including the central
disk, an additional large improvement in the quality of the fit is
obtained, with an increase in the log evidence to ln (P(D|
M))=−227.7± 0.3. The model parameters derived for this
three-component model by the dynamic nested sampling are
shown in Table 1.
For completeness, the 2PG+IG model was also tested while

allowing for a single offset from the origin for both of the polar
Gaussian components. A nearly identical solution to the
nonoffset model was found within the uncertainties, with only
a small, insignificant, spatial offset required (Δdecl.= 4 13

9
-
+

mas and ΔR.A.= 4 4
6- -

+ mas), indicating that there is no
requirement for these extra parameters. We also explored a
small-scale stellar binary model as an alternative to an inner
Gaussian disk but obtained a much poorer fit to the data, ln (P
(D|M))=−386.6± 0.3.

4.2. Direct Image Reconstruction

The direct image reconstruction technique described in
Section 3.3 was used to further investigate the robustness of the
geometrical model fits. Details of the results are provided in
Appendix, and here we present an overview of the main results.
From starting with an axisymmetric smooth distribution of

emission, after 250 iterations the direct reconstruction techni-
que recovers a feature very similar to the inner arc found by all
our geometrical models, 1PG, 2PG, and 2PG+IG. In addition,
with this direct reconstruction, marginally extended bright
emission remains near the central star, similar to the central
Gaussian disk component found in the 2PG+IG geometrical
model. Finally, the outer arc found by the 2PG and 2PG+IG
geometrical model fits, at angular distances poorly measured by
the SAM observations, is not recovered.
To test the robustness of the direct image result, we followed

a similar approach to that used by Sanchez-Bermudez et al.
(2021) and directly reconstructed an image using simulated
data from the best-fit 2PG+IG model instead of the observa-
tions themselves. For this test we obtain a very similar image to
that discussed in the previous paragraph. Furthermore, an
image was directly reconstructed from simulated data of a
multiple point-source model, consisting of LkCa 15 and three
candidate planets. The reconstructed image clearly retains each
of the three distinct point sources. In combination, the direct
image reconstructions, although utilizing a significantly under-
sampled measurement set, yield results similar to our

Figure 2. Best-fit geometrical models based on dynesty fits to 2.1 and 2.3
μm VLT/SPHERE-IRDIS closure phase and squared visibility data of
LkCa 15 (images are shown on the same fixed intensity scale with the
normalization such that the peak polar Gaussian ring component brightness in
the bottom panel is one). Top: single polar Gaussian ring model (1PG). Middle:
two polar Gaussian rings model (2PG). Bottom: two polar Gaussian rings plus
central, inclined, Gaussian model (2PG+IG), with the inner Gaussian
component shown by its half-maximum and 1/10 maximum contours (same
color scale but normalized by its peak brightness).
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in composite image of LBT and Magellan observations, with b, c, and d marked.
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number of resolution elements (n) within the annulus.
Following Mawet et al. (2014), we assume a student-t
distribution with n−1 degrees of freedom and standard
deviation s, and find the flux that would yield a Gaussian 5σ
false-positive probability (∼3×10−7). We then multiply this
value by + n1 1 and add x to calculate the 5σ contrast for a
given separation/annulus.

We calibrate this contrast curve by injecting fake planets into
the raw Hα images. We inject single companions at separations
equal to each separation in the contrast curve, at eight different
position angles spaced by 45°. We process each planet
injection with identical KLIP parameters as the final SDI
image, and measure the recovered planet flux. For each fake
planet, the throughput is the ratio of the recovered to input

planet fluxes. We take the mean throughput for the set of eight
fake planets as the throughput for a given annulus/separation.
We then divide each flux value in the contrast curve by its
throughput to calibrate.

Figure 12. Images reconstructed from the observations (top row), simulated observations of the warped radiative transfer model shown in Figure 9 (middle row), and
simulated observations of the warped radiative transfer model plus noise (bottom row). For the Model + Noise simulations, we added Gaussian noise that would lead
to squared visibility and closure phase histograms comparable to those in Figure 2. Each column shows a different observational epoch. White crosses mark the
position of the central delta function. Images are shown north up, east left.

Figure 13. Images reconstructed from the combined L′ observations (left), and
simulated multi-epoch observations of the disk model shown in Figure 9 with
the same noise properties as the data (right). Images are shown north up,
east left.

Figure 14. Measured contrast curve for MagAO SDI observations. The gray
shading indicates the 27–42 pixel region in the reduced images, corresponding
to the AO control radius. The left y-axis shows contrast in magnitudes, and
right y-axis converts that contrast to a detectable planet mass times accretion
rate, assuming similar extinction to any companion as that for SR 21, and a
planet radius of 1.6 RJ.
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Fig. 3. L
0-band observations and the combined observations. Left panels: reconstructed images. Middle panels: computed significance map. Right

panels: squared visibilities. First row: 2012-01-10. Second row: 2012-12-18. Third row: 2013-11-16. We interpret the structures seen in all three
epochs as caused by an illuminated disc rim. The colour bars in the reconstructed images indicate the flux contained in each pixel as a fraction of
the peak flux in the image after subtracting the central source. The colour bars in the significance maps represent significance of the binary fit to
the data at each pixel location (�).
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Fig. 4. Combined L
0-band SAM observations. From left to right panels: reconstructed image from the combined data set of all three L-band data

sets, reconstructed image from the best fit geometric model using the uv-coverage from the combined data set, and finally the geometric model
used. The improved uv-coverage creates an image with improved fidelity. The disc rim is clearly resolved with the artefacts substantially reduced.
We find the total unresolved flux fraction to be 0.95 located centrally which is removed from the reconstructed images to allow better inspection of
the resolved structures. The colour scale in the images refers to the flux as a fraction of the peak flux after subtracting the central source.

nor the structures seen in our real data. In addition, our binary
fits to the model data sets found no significant change in the posi-
tion angle of the best fit positions between the two epochs and
uv-coverages.

Therefore, we conclude that static disc models, such as
employed in this specific simulation, do not provide a satisfac-
tory fit to our multi-epoch H + K band data. Any static disc
asymmetry should also have resulted in a strong closure phase

signal in the third epoch (2013-10-20), where we observe no
significant signal neither in H or K.

5.1.4. Companion and disc scenario

The binary fits presented in Sect. 5.1.2 indicate companion can-
didate separations of ⇠45 mas, that is near the �/B resolution
limit. In this regime, the determined parameters can suffer from a
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to orbital velocity, and deeper astrophysical insight into the plume 
generative model is required.

We found that two modifications to the geometric model enable it to 
account for the lack of the north-western outer dust arcs, both of which 
have physical motivation in the mechanics of the system. First, as dust 
nucleation and condensation sensitively depend on the physical condi-
tions mediated by stellar winds3, a change in the shock structure will occur 
over the orbit, resulting in a dust production rate that varies continuously 
within the dust-producing segment of the orbit. We found that when the 
dust production rate is smoothly reduced to a local minimum at perias-
tron in the model, we obtain a significantly improved fit that removes 
the western dust arc from the image, in accordance with observation.

Second, asymmetries introduced at the wind base can be amplified 
into asymmetric large-scale structures. Williams et al.4 found that an 
increased dust density at the trailing edge of the shock cone relative to 
the orbital direction produced a better fit than a uniform model. This 
asymmetry could be introduced by the fast orbital motion near perias-
tron, which results in an intrinsic ‘headwind’ against the instantaneous 

direction of orbit. By allowing dust to preferentially form on the trail-
ing edge of the conical shock front and smoothly decrease in density 
towards the leading edge, we again obtained an improved fit with the 
relative brightness of the northern dust structures reduced. A sche-
matic diagram illustrating the two effects is displayed in Fig. 3a.

Figure 2b,c displays model images under the two modifications to 
the original model (see also Extended Data Fig. 1). We find that a very 
close fit to the data is achieved when both the orbital and azimuthal 
modulation of dust production are combined (Fig. 2d–f). Overlaying 
the outline of the model on the corresponding φ = 0.592 Lp-band obser-
vation shows that the geometry predicted by the model excellently 
reproduces the dust structures and their location (Fig. 2e).

Previous interpretations of dusty WR binaries have focused on iden-
tifying the upper limit on the binary separation that enables sufficiently 
high densities in the colliding winds to form dust. As gas compression 
is derived from wind–wind collision, it is natural to expect an upper 
distance threshold above which a sufficiently high density cannot be 
reached to facilitate dust nucleation. However, our model appears to 
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Fig. 1 | Near-infrared imagery of WR140’s expanding circumstellar dust 
structure. The observing bands (top left), instrument (top right) and orbital 
phase φ (bottom right) are labelled in each panel. Coronagraphic (cor.) and 
aperture masking (mask) images are labelled in parentheses after the 
observing bands. All other images were observed with the full aperture.  
The scale bar in each panel indicates 0.3 arcsec (corresponding to 501 AU at  
a distance of 1.67 kpc). The images are stretched linearly by the following 

amounts to accentuate the dust structures that are otherwise faint relative to 
the bright stellar core: φ = 0.077 Kp-band image stretched between 0 and 0.8 
relative to the brightest pixel; φ = 0.111 Kp-band image between 0 and 0.5; 
φ = 0.111 H-band image between 0 and 0.8; φ = 0.592 Lp-band image between 0 
and 1.5 × 10−3; φ = 0.592 Ms-band image between 1 × 10−4 and 5 × 10−3. All other 
images are not stretched. An observing log is presented in Extended Data 
Table 1.
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We found that two modifications to the geometric model enable it to 
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amounts to accentuate the dust structures that are otherwise faint relative to 
the bright stellar core: φ = 0.077 Kp-band image stretched between 0 and 0.8 
relative to the brightest pixel; φ = 0.111 Kp-band image between 0 and 0.5; 
φ = 0.111 H-band image between 0 and 0.8; φ = 0.592 Lp-band image between 0 
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very low sensitivity that arise from the baseline configuration
(i.e., the peak of the collapsed cube curve at ∼200 and
∼400 mas).

4.1. Analyzing IFS Data—Simulation Example

Spectral mode data sets can provide robust binary detection,
constraining a companion’s position at multiple wavelengths.
We explore errors and biases on parameter estimation with
simulated data of a binary source. The data are simulated from
shifting and adding point-source images measured from GPI’s
internal light source. Using internal source data ensures there is
no resolved structure in the primary and also that the data still
represent aspects of the GPI PSF that are not modeled (e.g.,
vibrations, detector effects). In general, this example will
underestimate typical errors for two reasons: the bright internal
source PSF is much more stable and the secondary companion
is simulated from the same data as the PSF calibrator (as
though one had a “perfect” calibrator). We use this as an
example to demonstrate the approach and provide more
practical examples in Sections 4.4 and 4.5. The simulated faint
companion 45.5 mas away (∼1.2λ/D, ∼1.0λ/Bmax) at a PA of
18°.4. We simulate an example flux ratio spectrum between two
Phoenix models(e.g., Allard et al. 2003) at T=3240K and
T=5363K at 10Myr. We measure the flux ratio spectrum in
the following steps:

1. Fit for average flux ratio and common position over all
Nλ×NCP observables by MCMC.

2. Find the flux ratio that minimizes binary
2c at the fixed

position determined by the median position parameters
recovered in Step 1.

3. Applying the result from Steps 1 and 2 as a starting guess,
use MCMC to fit a common position and Nλ flux ratios
(for each wavelength channel)—a total of Nλ+2
parameters.

Fit for average flux ratio and common position: we first fit for
three parameters in the binary model: PA, separation, and
average contrast using observables from all wavelength channels
using emcee(Foreman-Mackey et al. 2013a, 2013b). Our

posteriors are localized around the solution; however, error
between our simulated parameters and the recovered ones are
larger than 1σ, indicating that errors may be underestimated.
Generate an initial estimate for flux ratio spectrum: next we

fix the median position and fit for the contrast that minimizes

binary
2c in each wavelength channel. This will provide a good

starting guess for a finer fit of the spectrum and position. While
it may not be essential to do this step, it is relatively fast to
compute and can be a useful diagnostic before running a full
MCMC fit for all parameters. Flux ratio errors in each channel
are calculated by including all points on the χ2 grid where

12
min
2c c< + . This is similar to the procedure in Gauchet

et al. (2016) for computing detection maps. However, instead
of computing reduced χ2, we find that using raw χ2 with errors
scaled by a factor N 3holes to account for baseline
redundancy, produces fractional errors consistent with the
fractional true error, defined as

f
s s

s
,true

simulated recovered

simulated
=

-

where ssimulated and srecovered are the simulated and recovered
spectra in contrast, respectively. This method provides a good
estimate of the spectrum across the band for a moderate
contrast binary and is relatively quick to compute, but does not
take into account the position parameter errors.
Simultaneous fitting of spectrum and relative astrometry:

finally, we fit for the flux ratio in each wavelength channel and
common position of the companion using emcee. We apply a
long burn-in of 5000 iterations with 150 walkers, and run the fit
for an additional 5000 iterations. After an initial run, we add
closure phase error in quadrature to the closure phases errors so
that the reduced χ2 is roughly equal to 1—in this case, 0°.1 of
additional error. We then recompute this full step.
We summarize the results of this procedure in Table 4 and

Figure 4. In this case, the astrometry changes slightly between
the two fits and the true error is larger than the computed
errorbars (which are significantly lower than for expected on-
sky observations that are properly calibrated). For the

Figure 3. Performance comparison based on internal source data for λ-collapsed (black) and IFS data (blue). The contrast is estimated at S/N=5. The first half of the
data are calibrated with the second half, overestimating performance. The right panel shows snapshots of the data. The IFS provides twice the sensitivity and smooths
out low-sensitivity windows at 200 and 400 mas.
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very low sensitivity that arise from the baseline configuration
(i.e., the peak of the collapsed cube curve at ∼200 and
∼400 mas).

4.1. Analyzing IFS Data—Simulation Example

Spectral mode data sets can provide robust binary detection,
constraining a companion’s position at multiple wavelengths.
We explore errors and biases on parameter estimation with
simulated data of a binary source. The data are simulated from
shifting and adding point-source images measured from GPI’s
internal light source. Using internal source data ensures there is
no resolved structure in the primary and also that the data still
represent aspects of the GPI PSF that are not modeled (e.g.,
vibrations, detector effects). In general, this example will
underestimate typical errors for two reasons: the bright internal
source PSF is much more stable and the secondary companion
is simulated from the same data as the PSF calibrator (as
though one had a “perfect” calibrator). We use this as an
example to demonstrate the approach and provide more
practical examples in Sections 4.4 and 4.5. The simulated faint
companion 45.5 mas away (∼1.2λ/D, ∼1.0λ/Bmax) at a PA of
18°.4. We simulate an example flux ratio spectrum between two
Phoenix models(e.g., Allard et al. 2003) at T=3240K and
T=5363K at 10Myr. We measure the flux ratio spectrum in
the following steps:

1. Fit for average flux ratio and common position over all
Nλ×NCP observables by MCMC.

2. Find the flux ratio that minimizes binary
2c at the fixed

position determined by the median position parameters
recovered in Step 1.

3. Applying the result from Steps 1 and 2 as a starting guess,
use MCMC to fit a common position and Nλ flux ratios
(for each wavelength channel)—a total of Nλ+2
parameters.

Fit for average flux ratio and common position: we first fit for
three parameters in the binary model: PA, separation, and
average contrast using observables from all wavelength channels
using emcee(Foreman-Mackey et al. 2013a, 2013b). Our

posteriors are localized around the solution; however, error
between our simulated parameters and the recovered ones are
larger than 1σ, indicating that errors may be underestimated.
Generate an initial estimate for flux ratio spectrum: next we

fix the median position and fit for the contrast that minimizes

binary
2c in each wavelength channel. This will provide a good

starting guess for a finer fit of the spectrum and position. While
it may not be essential to do this step, it is relatively fast to
compute and can be a useful diagnostic before running a full
MCMC fit for all parameters. Flux ratio errors in each channel
are calculated by including all points on the χ2 grid where

12
min
2c c< + . This is similar to the procedure in Gauchet

et al. (2016) for computing detection maps. However, instead
of computing reduced χ2, we find that using raw χ2 with errors
scaled by a factor N 3holes to account for baseline
redundancy, produces fractional errors consistent with the
fractional true error, defined as
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where ssimulated and srecovered are the simulated and recovered
spectra in contrast, respectively. This method provides a good
estimate of the spectrum across the band for a moderate
contrast binary and is relatively quick to compute, but does not
take into account the position parameter errors.
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finally, we fit for the flux ratio in each wavelength channel and
common position of the companion using emcee. We apply a
long burn-in of 5000 iterations with 150 walkers, and run the fit
for an additional 5000 iterations. After an initial run, we add
closure phase error in quadrature to the closure phases errors so
that the reduced χ2 is roughly equal to 1—in this case, 0°.1 of
additional error. We then recompute this full step.
We summarize the results of this procedure in Table 4 and

Figure 4. In this case, the astrometry changes slightly between
the two fits and the true error is larger than the computed
errorbars (which are significantly lower than for expected on-
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very low sensitivity that arise from the baseline configuration
(i.e., the peak of the collapsed cube curve at ∼200 and
∼400 mas).

4.1. Analyzing IFS Data—Simulation Example

Spectral mode data sets can provide robust binary detection,
constraining a companion’s position at multiple wavelengths.
We explore errors and biases on parameter estimation with
simulated data of a binary source. The data are simulated from
shifting and adding point-source images measured from GPI’s
internal light source. Using internal source data ensures there is
no resolved structure in the primary and also that the data still
represent aspects of the GPI PSF that are not modeled (e.g.,
vibrations, detector effects). In general, this example will
underestimate typical errors for two reasons: the bright internal
source PSF is much more stable and the secondary companion
is simulated from the same data as the PSF calibrator (as
though one had a “perfect” calibrator). We use this as an
example to demonstrate the approach and provide more
practical examples in Sections 4.4 and 4.5. The simulated faint
companion 45.5 mas away (∼1.2λ/D, ∼1.0λ/Bmax) at a PA of
18°.4. We simulate an example flux ratio spectrum between two
Phoenix models(e.g., Allard et al. 2003) at T=3240K and
T=5363K at 10Myr. We measure the flux ratio spectrum in
the following steps:

1. Fit for average flux ratio and common position over all
Nλ×NCP observables by MCMC.

2. Find the flux ratio that minimizes binary
2c at the fixed

position determined by the median position parameters
recovered in Step 1.

3. Applying the result from Steps 1 and 2 as a starting guess,
use MCMC to fit a common position and Nλ flux ratios
(for each wavelength channel)—a total of Nλ+2
parameters.

Fit for average flux ratio and common position: we first fit for
three parameters in the binary model: PA, separation, and
average contrast using observables from all wavelength channels
using emcee(Foreman-Mackey et al. 2013a, 2013b). Our

posteriors are localized around the solution; however, error
between our simulated parameters and the recovered ones are
larger than 1σ, indicating that errors may be underestimated.
Generate an initial estimate for flux ratio spectrum: next we

fix the median position and fit for the contrast that minimizes

binary
2c in each wavelength channel. This will provide a good

starting guess for a finer fit of the spectrum and position. While
it may not be essential to do this step, it is relatively fast to
compute and can be a useful diagnostic before running a full
MCMC fit for all parameters. Flux ratio errors in each channel
are calculated by including all points on the χ2 grid where
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Figure 1. Left: Diagram of the 7 hole aperture mask design used by each of the SPHERE instrument mod-
ules, overlaid on the VLT primary mirror. The SAM mask located in each module is a scaled and rotated
version of this design. This 7 hole design provies a relatively high throughput and modest Fourier coverage.
Middle: A short exposure on-sky K-band image taken with the 7 hole mask with the IRDIS cam-
era. Each pair of holes in the SAM mask produces a set of interference fringes. For the 7 hole
mask, there are 21 pairs (called baselines). The mask design ensures that the vector separating each
pair of holes is unique, and hence each set of fringes has a unique frequency and direction. The final
PSF is a combination of the Airy pattern produced by a single hole modulated by the interference fringes.
Right: Taking the Fourier transform of the previous image separates the image into its component frequencies. The
baselines are well separated, allowing their amplitude and frequency to be measured easily. The phases can be turned
into closure phases by summing the phase from baselines that share the same three mask holes.

Figure 2. On-sky PSFs taken with the di↵erent modules of SPHERE during the commissioning night in July 2015. From
left to right, the PSFs show a 10 second exposure in R band with ZIMPOL on a faint target, an IFS wavelength slice from
between Y and H bands from a 4s integration, a 0.84s image taken with the H2 filter using IRDIS, and a short exposure
0.22s image from IRDIS using the NB CO filter.

Table 1. SPHERE aperture mask hole positions in July 2015
IFS IRDIS ZIMPOL

X (m) Y (m) X (m) Y (m) X (m) Y (m)
-2.07 2.71 -1.46 2.87 3.06 1.50
0.98 3.27 1.46 2.87 3.02 -1.60
-3.11 -0.20 -2.92 0.34 0.41 3.09
-1.43 -0.81 -1.46 -0.51 -0.51 1.56
-2.79 -1.96 -2.92 -1.35 -1.38 3.12
3.30 -0.85 2.92 -1.35 -1.48 -3.07
0.58 -3.17 0.00 -3.04 -3.22 0.05
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the leakage PSF, that is,

V(f) = c
2
V

VS AM(f) + c
2
L
Vleak(f), (4)

where cV and cL are scaling factors that only depend on the re-
tardance of the HAM optic. For small o↵sets in the retardance,
c

2
L
⌧ c

2
V

, yet the impact can still be significant as Vleak(f) is in-
fluenced by the many redundant baselines. Phase aberrations im-
pact Vleak(f); as such, the central component is sensitive to these
aberrations and so are the closure phases. For linear polarization
or instrumental crosstalk, V(f) also contains cross-terms from in-
terference between the leakage PSF and central component PSF.
The impact of the polarization state and phase aberration on the
HAM OSIRIS design is simulated in Appendix C, and a solution
is presented in Sect 6.

3.2. Prototypes HAM v1 and HAM v1.5

Two prototype HAM devices were manufactured by ImagineOp-
tix in August 2018, labeled part A and part B. The first HAM
device, part A, was manufactured using a 1 inch flat calcium flu-
oride (CaF2) substrate with a thickness of 5 mm, while the sec-
ond HAM device, part B, was fabricated using a 1 inch wedged
CaF2 substrate with a thickness of 1 mm. The front sides have
the same three-layered liquid-crystal multi-twist retarder film,
aimed at minimizing polarization leakage between 1 and 2.5 µm.
Both devices have an antireflection coating for this bandpass on
the backside of the substrates. The phase pattern with a diameter
of 25.4 mm was generated with 5 micron pixels. The polarization
leakage measured by the manufacturer is less than 3% between 1
and 2.5 µm. Additional alignment markings have been added to
the pattern, outside of the pupil diameter of 13.5 mm. An image
of the optic between polarizers is shown in Fig. 4a. In addition,
the optic was inspected under a microscope between polarizers.
The four microscope images presented in Fig. 4b show the high
quality of the manufacturing process. Amplitude masks were
laser-cut in 100 µm brass and/or 304 stainless steel foils with
a diameter of 20.83 mm using a picosecond laser machining fa-
cility (OptoFab node of ANFF, Macquarie University, Sydney).
It was screwed in place in a holder in the filter wheel assembly.
The first version (HAM v1) was installed in the imaging arm of
OSIRIS at the Keck I telescope in September 2018. Each posi-
tion of its first filter wheel contains separate pupil mask and filter
mount assemblies. The amplitude mask was installed in the pupil
assembly facing the incoming beam, while the HAM optic was
installed in the opposite 1 inch filter side of the wheel assem-
bly. Therefore, a gap of several millimeters was present between
the amplitude mask and the HAM optic. This version was tested
with an internal source in OSIRIS in April 2019. The results are
presented in Sect. 5.

An updated version (HAM v1.5) was created to allow the
HAM optic and the amplitude mask to be installed in the same
pupil mask holder, reducing the separation between the optics
to almost zero. The HAM optic of HAM v1.5 is a cutout ver-
sion of the spare HAM v1 phase mask (part B). The cutout mask
and assembly of the optic in the mount are shown in Fig. 5. Ini-
tial laboratory tests were conducted in Sydney in October 2019.
HAM v1.5 was installed in OSIRIS in February 2020, replacing
HAM v1. We present the results of the laboratory tests in the
next section.

4. Laboratory tests of HAM v1.5

We tested the HAM v1.5 optic in the laboratory using the setup
described in Fig. 6. The light source is a SuperK COMPACT

Fig. 4: Images of the HAM optic between polarizers at di↵erent
scales. The black lines in panel (c) indicate the local fast-axis ori-
entation, ✓(x, y), assuming parallel polarizers. The corresponding
geometric phase, �(x, y), is indicated below for one polarization
state. Image credit: ImagineOptix.
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Fig. 5: Manufacturing of HAM v1.5. (a) Images of the diced
HAM v1.5 phase optic. (b) Assembly of HAM v1.5 in the
OSIRIS pupil mount.
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Fig. 6: Laboratory setup used to characterize the HAM v1.5 op-
tic.

from NKT Photonics and is connected to a custom reimaging
system through a single-mode fiber (SMF). The reimaging sys-
tem allows us to insert spectral filters and neutral density filters
in a collimated beam before injection into the optical setup with a
second SMF. We used filters from the Thorlabs IR Bandpass Fil-
ter Kit from 1000 nm to 1600 nm. Light from the second SMF is
collimated with a Thorlabs 1 inch doublet with a focal length of
150 mm (AC254-150-C-ML). A second 300 mm (AC254-300-
C-ML) doublet is placed close to the HAM optic to prevent the
vignetting of individual HAM apertures. The camera is a CRED2
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Fig. 15: Separation between the components of HD 90823 in-
ferred with HAM as a function of wavelength, expressed in
units of �/D (blue points) and expressed in milliarcseconds (red
points). The blue line is proportional to 1/�. The red line is a
weighted average of the measured separations in milliarcsec-
onds. The number of data points is larger than the number of
independent measurements (⇠ 4).

a function of wavelength. Figure 15 shows the separation, ⇢, be-
tween the binary components. Expressed in units of �/D, the
separation exhibits a 1/� drop-o↵, which implies that ⇢ must
be constant throughout the bandwidth. This is the expected re-
sult for a binary system, and it is a powerful method for dis-
tinguishing astronomical observables from instrument artifacts.
As mentioned in Table 5, we find a separation of 121�122 mas
based on the closure phases at �0. This is also the value that fol-
lows from averaging over all wavelengths in the bandwidth, as
shown by the horizontal line. Some points deviate significantly
from the average. The error bars are determined using a jackknife
method (Ro↵ & Preziosi 1994), which does not take systematic
errors into account (e.g., wavelength-dependent errors in closure
phase retrieval). The measured brightness ratio, r, as a function
of wavelength is plotted in the right panel of Fig. 16.

The spectral types of the HD 90823 components are uncer-
tain. According to the SIMBAD database, both stars are of type
F2, but the corresponding quality labels suggest little reliability.
On the other hand, Cvetković et al. (2016) state that the bright
component is hotter (type F0) than the faint one (type F7), with
the di↵erence in surface temperatures being roughly 1000 K. In
order to find out which claim is most likely based on the HAM
data, we computed the Planck spectra of the components in both
scenarios, scaled them according to the reported contrast in theV

band (see Table 2), and divided them in the Hbb filter. Figure
16 illustrates that the actual measurements lie in between the
theoretical curves but fully within the 1� envelope of the com-
bined F0 and F7 scenario. Moreover, the gradient as a function
of wavelength is consistent with the combined F0 and F7 sce-
nario. This means that our estimate of the brightness ratio also
suggests a di↵erence between the components’ temperatures and
spectral types, in line with Cvetković et al. (2016).

Fig. 16: Recovered brightness ratio of the binary as a function of
wavelength. The green line shows the expected brightness ratio
for the spectral types (F0 and F7) reported by Cvetković et al.
(2016). The orange line is the expected brightness ratio when
both components are of type F2. The envelopes represent the 1�
error from the V-band and I-band measurements presented in
Table 2. The number of data points is larger than the number of
independent measurements (⇠ 4).

6. Conclusions and outlook

In this paper we demonstrate that HAM shows promise to em-
power a new generation of SAM experiments: retaining the in-
strumental simplicity while adding spectroscopic capabilities,
higher throughput, and added Fourier coverage. We discuss the
trade-o↵s of a prototype HAM mask in OSIRIS. A first version
of this mask was installed at Keck OSIRIS in 2018. By observing
the binary HD 90823 with this mask, we obtained low-resolution
spectra of closure phases, confirming the broadband capabilities
of the HAM mask. We investigated two limitations of this ver-
sion. The first was the spatial separation between the phase and
amplitude mask, resulting in spatially varying PSF quality. This
was solved with an upgraded version, HAM v1.5, with a diced
version of the same phase mask combined in the same holder
as the amplitude mask, which was installed in OSIRIS in early
2020. Secondly, we found nonzero closure phases for a single
star. We showed in simulations that polarization leakage can pro-
duce these nonzero o↵sets in closure phases and confirmed this
with laboratory demonstrations.

A future upgrade of the HAM mask will be able remove
the e↵ects of polarization leakage, by several orders of magni-
tude suppression, of the unwanted light using the double-grating
method (Doelman et al. 2020). The double-grating method adds
a phase ramp to the phase pattern, so that any polarization leak-
age travels in a di↵erent direction than that of the main beams.
A second grating with the same phase ramp (i.e., polarization
grating) is installed directly after the first phase pattern, fold-
ing the two main beams back on axis. The polarization leakage
term of the first grating, on the other hand, is di↵racted away
by this second grating, reducing the on-axis leakage by at least
an order of magnitude. The location of the polarization leak-
age can be controlled with the phase ramp slope and direction,
similar to the holographic interferograms. Placing the polariza-
tion leakage on an empty spot on the detector reduces the phase
slope. Adapting the focal plane design of a HAM device to leave
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Fig. 3: Design of the HAM mask for OSIRIS. (a) Phase pattern of the HAM optic, masked by the amplitude mask. (b) Simulated
monochromatic PSF. (c) Simulated PSF with 30% bandwidth.

2.2.4. Dynamic range

The central component is much brighter than the holographic
component as all subapertures of the central component con-
structively interfere on the optical axis. We reduced the peak
flux in the central component by nulling the peaks with 0 or
±⇡ phase o↵sets. This reduces the dynamic range of a single
image. The central component has six subapertures with a ⇡
phase o↵set and five with a 0 phase o↵set. The introduced
phase o↵sets are achromatic and therefore achieved over the full
wavelength range of the OSIRIS instrument. Moreover, these
phase o↵sets change some closure phases by introducing a static
o↵set. This is taken into account in the data reduction pipeline.
We note that this specific combination of o↵sets was selected
to provide nulling in the PSF without nulling doubly redun-
dant baselines. The final phase pattern and PSF are shown in
Fig. 3. The holograms do not overlap for bandwidths below 30%.

3. Manufacturing of two prototypes

The di↵ractive HAM masks are manufactured as patterned
liquid-crystal optics (Escuti et al. 2016). Other examples of pat-
terned liquid-crystal optics are the vector vortex coronagraph
(Mawet et al. 2009) and the vector-apodizing phase plate coro-
nagraph (Snik et al. 2012). These liquid-crystal optics are half-
wave retarders with varying fast-axis orientation. When circu-
larly polarized light travels through such an optic, it acquires ge-
ometric phase (or Pancharatnam-Berry phase), which is di↵erent
from the classical phase that arises from optical path di↵erences.
The geometric phase, �(x, y), only depends on the geometry of
the fast-axis orientation, ✓(x, y), that is,

�(x, y) = ±2✓(x, y), (3)

where the sign is determined by the handedness of the circu-
lar polarization state of the incoming light and x, y indicates the
pupil-plane coordinates (Escuti et al. 2016). The fast-axis orien-
tation for a phase ramp is shown in Fig. 4. The geometric phase is
independent of wavelength, as assumed in Sect. 2. Unpolarized
light is defined as having no preferred state of polarization and
contains, on average, equal amounts of left- and right-circular

polarization. Therefore, two o↵-axis holograms are created for
unpolarized light going through a phase ramp of a subaperture
because the phase has an opposite sign for both circular polar-
ization states. Next we summarize how these liquid-crystal op-
tics are manufactured.

3.1. Manufacturing of liquid-crystal optics and the
emergence of polarization leakage

Manufacturing a di↵ractive phase mask requires control of the
fast-axis orientation and requires the tuning of the retardance
to be half-wave. Both of these properties can be controlled to
a very high degree with liquid-crystal technology. With a direct-
write method, almost arbitrary phase patterns can be written in a
photo-alignment layer (PAL; Miskiewicz & Escuti 2014). Bire-
fringent liquid-crystal layers deposited on the PAL keep this ori-
entation pattern due to spontaneous self-alignment. Changing
the retardance is possible by stacking these layers, each with
an optimized thickness and twist, into a monolithic film (Ko-
manduri et al. 2013; Kim et al. 2015). By tuning these parame-
ters, these "multi-twist retarders" are capable of achieving high
di↵raction e�ciencies over large bandwidths. The layers are
cured with UV radiation, and the liquid-crystal film therefore
constitutes a static phase pattern. Moreover, the optic is com-
pletely flat and can easily be combined with an amplitude mask.

Writing inaccuracies of the orientation pattern lead to
changes in the phase pattern. A deviation from half-wave retar-
dance has a more severe impact on the performance of HAM.
The fraction of light that acquires geometric phase depends on
the retardance, where half-wave retardance yields close to 100%
di↵raction e�ciency. The fraction of light that does not acquire
geometric phase is called polarization leakage and is, apart from
a global piston term, una↵ected by the optic. It is highly redun-
dant as all subapertures of the HAM mask are represented in
the polarization leakage term. This term is imaged onto the lo-
cation of the central component and can severely increase the
noise on closure phase retrieval. This noise is dependent on the
polarization state of the incoming light. For unpolarized light or
circularly polarized light, the visibilities of the central compo-
nent are now the sum of the visibilities from the SAM PSF and
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Lagrange et al. 2010; Rameau et al. 2013a; Macintosh et al.
2015). These are typically young, self luminous giant planets
with masses greater than 2MJ and separations 10 au (Currie
et al. 2022). In the past 5 yr large ground-based ExAO surveys
have enabled detailed characterization of the giant planet
population at large separations, reaching contrasts down to
∼10−5 at separations of 0 5 (Nielsen et al. 2019; Vigan et al.
2021). To probe shorter separations aperture masking has been
extensively used from the ground. This has led to the detection
of several companions and circumstellar disks (Hinkley et al.
2011, 2015; Kraus & Ireland 2012; Sallum et al. 2015, 2019;
Blakely et al. 2022). More recently near-infrared long-baseline
interferometry with VLTI/GRAVITY enabled direct detection
of planetary-mass companions at separations down to ∼3 au
while delivering astrometry at the level of 100 μ as (Nowak
et al. 2020; Hinkley et al. 2022).

Despite covering a somewhat restricted parameter space,
direct observations of exoplanets have been extremely valuable
to better understand planetary formation, evolution, and
atmospheric properties. Photometry and spectroscopy at low,
mid, and high resolution have been used to characterize giant
planet atmospheres and better understand their formation
history (Currie et al. 2011; Konopacky et al. 2013; Chilcote
et al. 2017; Wang et al. 2021. Moreover, luminosity
measurements from imaging can be combined with dynamical
mass estimates from radial velocity monitoring (Nowak et al.
2020; Vandal et al. 2020), host-star astrometry (Brandt et al.
2021) or non-Keplerian orbital motion in multi-planetary
systems (Lacour et al. 2021). This enables constraints on
luminosity evolution models, which are not calibrated at young
ages, yet are used to infer masses of all directly imaged

companions to date (Baraffe et al. 2003; Marley et al. 2007;
Spiegel & Burrows 2012; Berardo et al. 2017).
Most direct imaging observations to date have been

performed at wavelengths below 3 μm. In contrast, NIRISS
AMI will attain contrasts of 8–9 mag at separations
100–200 mas between 3 and 5 μm, where planetary mass
companions output most of their light. It will therefore not only
enable detection of close-in companions, but also provide
precise photometry at these longer wavelengths. Such observa-
tions are crucial to better understand the atmosphere physics of
these objects and discriminate between theoretical models
which, despite predicting similar SEDs at short wavelength,
can differ significantly beyond the K band (Helling et al. 2008;
Allard 2014).
NIRISS Guaranteed Time Observations (GTO) program

1200 will explore the inner architecture of 3 systems with
known planets or debris disks, namely HR 8799 (Marois et al.
2008, 2010; De Rosa et al. 2016; Wahhaj et al. 2021; Zurlo
et al. 2022), HD 95086 (Rameau et al. 2013a, 2013b, 2016; Su
et al. 2015; Desgrange et al. 2022) and HD 115600 (Currie
et al. 2015; Gibbs et al. 2019). In all these systems, the
structure of the disk or the orbital configuration hint toward the
presence of yet undetected companion(s) at short separations.
AMI therefore represents a unique opportunity to search for
putative inner planets while providing precise photometry
at 4.8 μm.

3.2. Detecting Extrasolar Zodiacal Light

Though likely ubiquitous, dust and debris disks are difficult
to detect from the ground despite the Sun’s zodiacal disk being
∼350 times brighter than all its planets combined in optical to

Figure 2. Left: a full size prototype of the NRM flying aboard NIRISS AMI. The nominal JWST pupil circumscribing circle diameter is 40 mm in the plane of the
mask. Right: the clear pupil mask in the pupil wheel, CLEARP, enables full pupil images using AMI’s filters, target acquisition, and fast readout subarray. The
backwards-facing reflective element at the center of CLEARP is an unilluminated pupil alignment mirror, which defines the inner edge of the CLEARP pupil. The
CLEARP element obscures 4% of JWST’s active pupil. Approximately half of this obscuration is intercepted by pupil alignment mirror, so some incident light is
scattered back toward the NIRISS collimator and pick off mirror. Scattering off internal CLEARP edges has not been detected, but is possible. CLEARPs outer edge is
oversized by about 4% of the primary mirror’s tricontagon profile.
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Figure 8. NIRISS’ NRM in JWST primary mirror (PM) V2-V3 coordinates after distortion-free projection back to the primary. Seven hexagonal subpertures, 0.82 m
flat-to-flat when projected to V2-V3 space, provide 21 center-to-center baselines with lengths between 1.32 m and 5.28 m (Table 1). Each hole is nominally centered
on a PM segment. Undersized subapertures mitigate against pupil misalignment and shear. Hexagonal holes maximize throughput pupil but tolerate up to 3.8% PM
diameter misalignment. Hole locations maximize long baselines while preserving non-redundancy. The NRM exposes ∼15% of the JWST PM.

Table 1
21 Baselines Formed by 7 NRM Subaperture Centers Projected with No Distortion onto JWST’s Primary Mirror

Hole Pair Length Angle
m deg

1,2 (B4–C2) 3.492 −40.89
1,3 (B4–B5) 2.640 60.00
1,4 (B4–B2) 4.573 −30.00
1,5 (B4–C1) 4.759 −13.90
1,6 (B4–B6) 4.573 30.00
1,7 (B4–C6) 4.759 13.90
2,3 (C2–B5) 4.759 106.10
2,4 (C2–B2) 1.320 0.00
2,5 (C2–C1) 2.286 30.00
2,6 (C2–B6) 4.759 73.90
2,7 (C2–C6) 3.960 60.00
3,4 (B5–B2) 5.280 −60.00
3,5 (B5–C1) 4.759 −46.10
3,6 (B5–B6) 2.640 0.00
3,7 (B5–C6) 3.492 −19.11
4,5 (B2–C1) 1.320 60.00
4,6 (B2–B6) 4.573 90.00
4,7 (B2–C6) 3.492 79.11
5,6 (C1–B6) 3.492 100.89
5,7 (C1–C6) 2.286 90.00
6,7 (B6–C6) 1.320 −60.00

Note. Angle is given in degrees counter-clockwise from the positive V3 axis. Nomenclature matches that of Figure 8.
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NIRISS 
AMI

Sivaramakrishnan et al. 2023; Greenbaum 2014

analysis, and 6 describes the mode’s proposal preparation. Key
results from commissioning NIRISS are highlighted in Section 7.
The Appendix contains relevant details of the instrument.

2. Interferometry on JWST

We briefly explain the structure of the point-spread function
(PSF) of a non-redundant mask (NRM), and outline the
principles of JWST’s Fizeau interferometry that underlie both
AMI and KPI. Figure 1 shows the AMI NRM pupil, its PSF,
and the absolute value of the PSF’s Fourier transform in the uv-
plane. The latter is the Modulation Transfer Function (MTF) of
the optical system. A step-by-step account of NRM image
formation can be found in e.g. Greenbaum et al. (2015), and
details of KPI imaging in Martinache et al. (2020). Instrument
details pertinent to AMI and KPI with NIRISS are presented in
the Appendix.

2.1. Image Formation with an NRM

We describe a telescopic image of an infinitely distant on-
axis source that emits spatially incoherent monochromatic
radiation using the scalar wave approximation, in the
Fraunhofer diffraction regime. The image plane complex
amplitude from a point source at infinity is the Fourier
transform27 (FT) of the complex aperture illumination function
generated by the source (e.g., Born & Wolf 1999). Position in
the aperture (or pupil) plane is xλ= (x/λ, y/λ), where λ is the
wavelength of the light under consideration. Henceforth we
drop the λ suffix, making x= (x, y) dimensionless. A

polychromatic image can be constructed as a sum or integral
of appropriately weighted monochromatic intensity images.
The NRM is applied to window the beam at a re-imaged

aperture plane. We project back through the optics to the plane
where incoming light is first restricted by the NRM’s
(projected) boundaries, since angular resolution is set in this
plane. The NRM has N identical holes (or subapertures) with
centers {xn, n= 1,K,N} and baselines {bmn= xn− xm, n,
mä 1,K,N}. No baseline in this set is repeated, so there are N
(N− 1)/2 independent baselines. Hereafter we assume sub-
scripts m and n run over subaperture indices {1,K,N}.
Position in the image plane, k= (kx, ky) has dimensions of

radians on the sky. Aberrations described by real-valued
functions for subaperture-specific transmissions {Hn(x)} and
phases {jn(x)} describe the wave in the aperture:

( ) ( ( ) ) ( ) ( )( )å d= * -jx x x xA H e 1x

n
n

i
nn

(where ∗ denotes convolution). Assuming identical subaperture
transmissions Hn(x)=Ho(x), and the only phase errors being
segment pistons {fn}, with Δmn≡ fm− fn, the aperture
complex amplitude is

( ) ( ) ( ) ( )å d= * - fx x x xA H e , 2
n

o n
i n

with a PSF p= aa* (where A and a are a Fourier transform pair,
denoted A a):
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Figure 1. The JWST-NIRISS AMI NRM, PSF, and its uv-coverage. Left: AMI’s 7 hole pupil mask. Middle: a point source image taken through the NRM, showing a
bright peak at the phase center, and with the primary beam crisscrossed by fringe patterns at 21 spatial frequencies. Right: The Fourier amplitude of the PSF. Note 21
“splodges” isolating regions of strong fringe signal (in red) and their mirrored Hermitian counterparts in this uv-plane coverage, or Modulation Transfer Function
(MTF), plot.

27 The FT of A(x) is ( ) ( ) ·òº
-¥

¥ -k x xa A e dk xi .
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Figure 9. NRM and CLEARP uv-plane coverage. AMI’s pixel scale (Table 2)is barely Nyquist-spaced at 3.8 μm. Fourier aliasing (where the support of the FT
extends past the numerical transform’s “unit cell” domain, thereby folding back over into the opposite side of the array) seen in the F277W panels reduces NRM and
KP performance. This may be mitigated by understanding where aliased signal is placed by the FT, and treating it appropriately when possible.

Figure 10. AMI filter throughputs. The primary AMI filters are three medium band filters, F480M, F430M, and F380M. They provide Nyquist or finer sampled
images. The shorter wavelength F277M filter has reduced AMI performance but is offered because of a water band in this filter’s bandpass.
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Deep JWST AMI Mass Sensitivity
Comparison to NIRCam Coronagraphy

Ray et al. 2024



ERS 1386 AMI Observed Contrast

• Maximum contrast: ~7.2 mag at ⩾ 𝝀 / D


• Note: this is deeper than deep Keck/NIRC2 
performance


• Expected contrast: ~10.5 mag at ⩾ 𝝀 / D 


• Detector systematics (charge migration) can account 
for under-performance, and calibrations that eliminate 
charge migration bring you within a factor of a few of 
the photon noise floor!


• Observing strategy: look for flux-matched calibrators


• Careful calibration observations and computations in 
the works!

Sallum et al. 2024

Comparison to Photon Noise Predictions



Resolving WR 137 with JWST AMI
Colliding Winds Plus Data Reduction and Image Reconstruction Tests

F380M and F480M observables extracted by SAMpip. While
the overlapping F380M and F480M emission of the bright,
linear feature traces astrophysical emission from dust, the faint
elliptical features that are displaced in radial position between
the F380M and F480M images are most likely image
reconstruction artifacts.

The linear extended emission in the reconstructed images
resembles previous observations of WR 137 obtained by
ground-based mid-infrared imaging (Marchenko & Moffat
2007). The orientation of this feature is also consistent with the
alignment of dust clumps revealed by near-infrared imaging
with HST (Marchenko et al. 1999), which were obtained at a
slightly later orbital phase (j∼ 0–0.06) than the NIRISS
observations (j= 0.9). The near-infrared clumps therefore
likely trace dust density enhancements along a continuous,
linear feature consistent with the feature revealed in the NIRISS
observations. A shorter linear emission feature resolved in the

near-infrared HST images, however, extends in the opposite
direction (southeast) of the NIRISS feature. If the origin of this
feature is linked to colliding stellar winds (see Section 3.3),
the opposite orientation is likely due to the different orbital
configurations of the colliding-wind binary between the
NIRISS and HST observations.

3.2. Colliding-wind Shock Opening Angle Analysis

The linear morphology of WR 137ʼs extended emission is
different from the extended dust emission morphologies resolved
around other dust-forming colliding-wind binaries (Tuthill et al.
1999; Monnier et al. 2007; Lau et al. 2020b). Such systems
typically show structures consistent with dust formed in a hollow
conical wind-collision region revolving with the stars in their
orbit and symmetrical about their line of centers. The conical
shape of the “shock cone” assumes the collision of two isotropic
winds, and its opening angle depends on the wind-momentum

Figure 3. SQUEEZE, IRBis, and BSMEM image reconstructions of WR 137 based on the calibrated observables from the NIRISS AMI F380M observations
extracted by ImPlaneIA, AMICAL, and SAMpip. All images are shown with a logarithmic stretch normalized to the peak pixel intensity. The normalized intensity
color bar is shown on the right. The angular resolution of the F380M images is indicated by the yellow circles in the upper left panel and corresponds to 60 mas. In all
panels, north is up and east is to the left. The data behind these panels are available in nine FITS image files in the .tar.gz package.

(The data used to create this figure are available.)
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function, which tends to produce smooth brightness distribu-
tions. Furthermore, the entropy regularizer ensures that the
pixel values are always positive. The cr

2 values obtained are
close to unity.

For IRBis, the image was reconstructed using the edge-
preserving regularization function. An additional mask was
also utilized to use only the flux within the mask radius rmask.
The reconstruction was then performed using a combination of
μ (0.1–10−5) and rmask (550–640 mas). The prior image was a
Gaussian model with an FWHM of 650 mas. The best
reconstructed image was finally selected using the reconstruc-
tion quality parameters qrec based on the cr

2 and the residual
ratio values ρρ (see Hofmann et al. 2014). The final IRBis
results provided good agreement with the data for both F380M
and F480M filters. The IRBis results also presented a
systematically better fit for the closure phases than the visibility
amplitude.

Figures 3 and 4 demonstrate that all combinations of image
reconstruction tool and observable extraction software produce
similar reconstructed images of WR 137 at both wavelengths.

The dust emission extending to the NW from WR 137 appears
quasi linear with some slight curvature angled to the north. The
extent of the linear emission is slightly shorter in the F380M
images (∼200 mas) compared to the F480M images
(∼300 mas). The detection of more extended emission in the
F480M images is likely due to lower uncertainties in the
F480M observables (Figure 2) and/or cooler dust temperatures
at larger distances along the feature. NIRISS AMI performance
may be better in the F480M data than the F380M data because
the 65 mas detector pixels better sample the F480M data than
the shorter-wavelength F380M data. The faint structure
extending to the southeast, which is most prominent in the
IRBis reconstructions of the ImPlaneIA observables, is unlikely
real given the absence of this feature in all other image
reconstructions. The appearance of the southeast extension
only in images reconstructed from the ImPlaneIA-calibrated
observables is likely due to the slightly discrepant closure
phase measurements (Figure 2).
A comparison of real astrophysical features and likely

artifacts from the image reconstruction is presented in Figure 5,
which shows the BSMEM-reconstructed image data from the

Figure 2. Calibrated Interferometric observables extracted from the WR 137 observations using ImPlaneIA, AMICAL, and SAMpip. These data include calibrated
squared visibilities (V2; top) and closure phases (bottom) for the F380M (left) and F480M (right) filters. The data behind these panels are available in six OIFITS files
in the .tar.gz package.

(The data used to create this figure are available.)
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PDS 70 Observed by JWST/NIRISS AMI

Blakely et al. 2024
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Figure 2. Geometrical model fit to the F480M closure phase and squared visibility data of PDS 70 (images), using uniform
priors on the positions of PDS 70 b and c. With respect to the central source (yellow star), PDS 70 b is to the south-east
while PDS 70 c is directly west. The white contours denote the 1, 2, 3, 4 and 5 � contours of the marginalized posterior of the
positions of PDS 70 b and c. The two grey dashed circles are centered on the predicted locations of the planets at the time of
the observations (Wang et al. 2021b) from whereistheplanet (Wang et al. 2021a). We mask the central region to denote the
inner working angle of ⇠0.5�/B = 94mas, the di↵raction limit of the data.

posterior of the power-law model. To account for the
outer disk flux, which we measure in our fits to be ⇠4%
of the stellar flux, we scale the model spectrum by 0.96,
finding a stellar magnitude of 7.56 ± 0.02, in F480M. To
convert the measured contrasts of the planets to physical
units we integrate the model spectrum across the F480M
filter transmission profile. To estimate the uncertainties
on the derived fluxes we do this for all combinations of
the planet contrast posterior samples and 500 randomly
drawn samples from the power law model posterior, and
calculate confidence intervals from this distribution.

4. RESULTS

4.1. Derived Planet Parameters

Figure 2 shows the two planet plus disk model gen-
erated from the median parameters from the uniform
planet location model posterior. The 1, 2, 3, 4 and 5 �

contours from the marginalized posterior of the planet
locations are shown by the white contours. A compari-
son of the model squared visibilities and closure phases
to the data is given in Figure 3, showing that the model
provides an excellent fit. Furthermore, the measured
positions of both PDS 70 b and c are consistent with
VLTI/GRAVITY predictions from Wang et al. (2021b),
which are shown by the dashed grey circles in Figure 2.
Table 1 summarizes the derived planet parameters,

from both of the models. The disk model parameters
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Figure 7. Spectral fit of PDS70 b using Drift-PHOENIX models with (dashed orange line) and without (solid green line)
contribution from a CPD. Blue circles represent the IFS and GRAVITY spectra, while the photometric datapoints are reported
with a blue square. Horizontal errorbars represent the e↵ective width of the filters. The red star shows the new NIRISS F480M
measurement. The thick lines are the spectra obtained from the set of parameters providing the maximum likelihood, while the
thin lines report 100 samples randomly drawn from the posterior distribution.

Figure 8. Same as Figure 7, for PDS 70 c.

taneously fit for star, disk, and planet emission, we re-
detect the protoplanets PDS 70 b and c, and derive
fluxes of both planets in this filter (Table 1). Addi-
tionally, we place the deepest constraints on additional
planets within the disk gap of PDS 70 inside ⇠250 mas
in F480M, and calculate an F480M upper limit on the
flux of the candidate PDS 70 d. We also detect a new
feature at an SNR of ⇠4, to the south of PDS 70 A,
whose nature is uncertain and will require follow-up ob-
servations to confirm.
Furthermore, our results show that NIRISS/AMI can

reliably measure relative astrometry and contrasts of
young planets in a part of parameter space (small sepa-

rations and moderate to high contrasts) that is unique to
this observing mode, and inaccessible to all other present
facilities at 4.8 µm. We demonstrate a NIRISS/AMI
observing strategy for targets faint enough to acquire
greater than ⇠10 groups up the ramp before the signal
in the central 9 pixels reaches a total (linearized) value
of 30,000 DN (⇠48,000 electrons). We show that by
using this stringent data selection criteria, we achieve
nearly photon noise limited performance. For observ-
ing brighter targets, and to overcome the limitation of
the sparsity of the NIRISS AMI uv-coverage, methods
that are able to analyze the data directly in the image
plane (or using the full extent of the Fourier ”splodges”)
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Looking Ahead: AMI on the ELTs
• ELT facilities will have AMI modes, and 

tests with LBTI show that this is useful 
both scientifically and technically!

Sallum et al. 2017, 2021



AMI Data Reduction Pipelines
Lots of Work, Some Pipeline Comparisons Thanks to JWST

• AMiCAL - Anthony Soulain - https://github.com/SydneyAstrophotonicsInstrumentationLab/AMICAL 


• ImplaneIA - Alexandra Greenbaum - https://github.com/agreenbaum/ImPlanelA 


• fouriever - Jens Kammerer - https://github.com/kammerje/fouriever 


• SAMPip - Joel Sánchez Bermúdez - https://cosmosz5.github.io/CASSINI/SAMpip/ 


• SAMpy - Steph Sallum - https://github.com/JWST-ERS1386-AMI/SAMpy 


• XARA - Frantz Martinache - https://github.com/fmartinache/xara 


• ARGUS - Sam Factor - https://github.com/smfactor/Argus 

https://github.com/SydneyAstrophotonicsInstrumentationLab/AMICAL
https://github.com/agreenbaum/ImPlanelA
https://github.com/kammerje/fouriever
https://cosmosz5.github.io/CASSINI/SAMpip/
https://github.com/JWST-ERS1386-AMI/SAMpy
https://github.com/fmartinache/xara
https://github.com/smfactor/Argus


A Handful of Interferometry and AMI References
• Lawson 2000, Principles of Long Baseline Stellar Interferometry, https://

ecommons.cornell.edu/items/8892b20f-eeb0-4dae-a845-ab1c53a31d19


• Tuthill et al. 2000, Michelson Interferometry with the Keck I Telescope, https://
ui.adsabs.harvard.edu/abs/2000PASP..112..555T/abstract


• Ireland 2013, Phase errors in diffraction-limited imaging: contrast limits for sparse 
aperture masking, https://ui.adsabs.harvard.edu/abs/2013MNRAS.433.1718I/abstract


• Martinache 2010, Kernel Phase in Fizeau Interferometry, https://
ui.adsabs.harvard.edu/abs/2010ApJ...724..464M/abstract


• Tuthill 2012, The unlikely rise of masking interferometry: leading the way with 19th 
century technology, https://ui.adsabs.harvard.edu/abs/2012SPIE.8445E..02T/abstract
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