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clarity, we only show phases up to the RGBTip. As the
metallicity decreases, the MSTO becomes hotter and more
luminous (and the MSTO mass decreases), and the RGBTip
becomes fainter due to the helium ignition occurring at lower
core masses. Note that the isochrone changes more subtly with
metallicity in the very metal-poor regime, i.e., 1 -Z H 2[ ] .

In the top panel of Figure 12 we show phase lifetimes as a
function of initial mass for = -Z H 0.25[ ] , 0.0, and+0.25 in
solid, dot-dashed, and dotted lines, respectively. The bottom
panel shows the ratio of phase lifetimes to the MS lifetime.
Note that the “RGB” label refers to the phase between TAMS
and helium ignition, which includes the short subgiant branch
(SGB) evolution, and “post-AGB” includes the white dwarf
cooling phase up to G = 20. The post-AGB timescales in the
MIST models (adopting the definition from Miller Berto-
lami 2016) are consistent with those reported by Miller
Bertolami (2016) and Weiss & Ferguson (2009), which are a
factor of -3 10 shorter compared to the older post-AGB stellar

evolution models (Vassiliadis & Wood 1994; Blöcker 1995).
High-mass stars are not included because they do not go
through the same set of evolutionary phases featured here. The
TPAGB and post-AGB phases are not shown for a subset of the
models that do not completely evolve through those evolu-
tionary stages. Unsurprisingly, the lifetimes generally decrease
with increasing mass, though there are some notable excep-
tions, including the peak in CHeB and AGB lifetimes at~ :M2
(see the discussion below).
The left panel of Figure 13 is a slight variation of the

previous plot, where we now show the cumulative age as a
function of mass for =Z H 0.0[ ] . In the right panel, we zoom
in on a particularly interesting mass range around :M2 , where
there is a noticeable increase in the CHeB lifetime. This effect,
explored in detail in Girardi et al. (2013), is due to the
transition from the explosive ignition of helium in degenerate
cores of low-mass stars, i.e., helium core flash at RGBTip, to
quiescent ignition of helium in more massive stars. This is

Figure 7. An example solar-metallicity grid of stellar evolutionary tracks (left) and isochrones (right) covering a wide range of stellar masses, ages, and evolutionary
phases.

Figure 8. Similar to Figure 7 but now showing the effect of rotation on both the evolutionary tracks (left) and isochrones (right). Models with and without rotation are
shown in solid and dashed lines, respectively. For rotating models, solid-body rotation with = W W =v v 0.4ZAMS crit ZAMS crit is initialized at ZAMS. The PMS
phase is not shown in the left panel for display purposes.
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Figure 7. An example solar-metallicity grid of stellar evolutionary tracks (left) and isochrones (right) covering a wide range of stellar masses, ages, and evolutionary
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shown in solid and dashed lines, respectively. For rotating models, solid-body rotation with = W W =v v 0.4ZAMS crit ZAMS crit is initialized at ZAMS. The PMS
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• Denser, more expansive, [a/Fe]

Fitting All the Lines [FAL]
• Charlie Conroy, Robert Kurucz 
• Calibrating Atom. & Mol. Lines 
• +60K Lines in Optical & H-band

• MESA 
• C3K boundary conditions 
• Improved physics (solar-abundance/opacities/etc) 
• Dotter (2016), Choi et al. (2016) 
• Look for MIST V2.0 this winter
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FIG. 2.— The spectral energy distribution of HD 106315 with a model
using the inferred stellar parameters from MINESweeper. The light
blue points show the Tycho-2 BT, VT , 2MASS J, H, Ks, and WISE 1–4
photometric observations included in the fit. The red curve represents
the best fit MIST stellar model.

and log R′
HK = −4.90 ± 0.02. Our measurements of

the Mt. Wilson activity indicators were calibrated by
comparing activity measuremenfs from TRES observa-
tions of stars also observed in the Mt. Wilson survey by
(Duncan et al. 1991).

Using the Stellar Parameter Classification tool (SPC),
we inferred that HD 106315 has a Teff= 6251±52
K, [m/H]= -0.27±0.08, log(g) = 4.1±0.1 (cgs), and
a projected rotational velocity of 14.6±0.5 km s−1

(Buchhave et al. 2012, 2014). SPC determines these pa-
rameters by cross-correlating the observed stellar spec-
tra with a grid of synthetic spectra from Kurucz (1992).
The synthetic spectra used by SPC includes a micro-
turbulent velocity of 1.9 km s−1. SPC does not model
macroturbulence, so we also independently derived
v sin I⋆ and the macroturbulent velocity from least-
squares deconvolution line profiles, derived from the
TRES spectra (Collier Cameron et al. 2010a, following
). We fit the least squares deconvolution broadening
profiles simultaneously with the parameters v sin I⋆ and
the macroturbulent velocity, finding values of v sin I⋆ =
12.9 ± 0.4 km s−1, and vmac of 4.0 ± 0.3 km s−1. This is
consistent with the macroturbulence of late F-stars mea-
sured by Doyle et al. (2014), which were determined
by spectroscopic follow-up of a series of Kepler astro-
seismic stars. We note that these errors are likely under-
estimated since they do not include any systematic
problems that may be present in the fitting or the LSD
derivation.

2.3. Archival and Seeing-Limited Imaging

To rule out the possibility of nearby bright compan-
ions, we visually inspected archival J-band observa-

tions of HD 106315 from the 3.8 meter United Kingdom
Infrared Telescope (UKIRT) located on Mauna Kea. We
also observed HD 106315 with KeplerCam on the 1.2m
telescope at FLWO. KeplerCam has a 23′ × 23′ field-of-
view and is binned 2×2 resulting in a 0.67′′ pixel scale.
Additionally, we observed HD 106315 with one of the
eight MEarth-South telescopes. MEarth-South is located
at the Cerro Tololo Inter-American Observatory in Chile
and consists of eight 0.4m telescopes each with a 29′

× 29′ field-of-view and a 0.85′′ pixel scale. From the
combined archival and seeing-limited images, we con-
fidently rule out any bright companions to HD 106315
outside of about an arcsecond, and rule out any other
stars inside the K2 photometric aperture at larger dis-
tances.

3. SYSTEM MODELING

3.1. Spectral Energy Distribution and Stellar Properties

To determine the stellar properties of HD 106315,
we model all available photometry using MINESweeper
(Cargile et al. in prep). MINESweeper is newly
developed Bayesian approach for determining stellar
parameters using the newest MIST stellar evolution
models (Choi et al. 2016). A detailed description of
MINESweeper is given in Cargile et al. (in prep) and
a brief summary can be seen in §4 of Rodriguez et al.
(2017). Unlike the case of V1334 Tau (Rodriguez et al.
2017), we use the SPC spectral results ([Fe/H]1, Teff,
and Log(g); See §2.2) and Gaia TGAS parallax measure-
ments as priors in our analysis (Gaia Collaboration et al.
2016b). We excluded the APASS photometry from this
analysis due to our past experience with unaccounted
for zero-point offsets (Cargile et al. in prep). Our fi-
nal SED model is shown in Figure 2. The determined
stellar parameters are: Stellar Age = 3.987+0.802

−0.516 Gyr,

M⋆ = 1.105+0.028
−0.036 M⊙, R⋆ = 1.286+0.039

−0.040 R⊙, log(L⋆) =

0.368+0.028
−0.026 L⊙, Teff= 6300±37 K, log(g) = 4.261+0.027

−0.024

cgs, [Fe/H]initial = −0.128+0.041
−0.065 (metallicity at forma-

tion), [Fe/H]sur f ace = −0.268+0.060
−0.071 (current stellar metal-

licity), Distance = 109±3 Pc, Av = 0.005+0.027
−0.001 mag. This

analysis used the MIST stellar evolution models while
our global analysis used the YY Isochrones or the Dart-
mouth stellar evolution models. We use this analysis to
check the global model determined stellar parameters
(§3.2). Additionally, the SED analysis shows no sign of
any IR excess and is consistent with a Teff= 6300 K stellar
photosphere.

3.2. Global Model

We make use of the flattened K2 light curves, GAIA
parallax, and TRES spectroscopic stellar parameters to
perform a global modeling of the HD 106315 system.
Two independent analyses are presented in Table 2, in-
corporating the Dartmouth (Dotter et al. 2008) and YY
(Yi et al. 2001) isochrones. The systematic errors be-
tween the different stellar models used in the global

1 Note: While SPC measures metallicity ([m/H]), (that is, holding
abundance ratios fixed at solar values and only adjusting the overall
metal content), throughout our analysis, we use [m/H] and [Fe/H]
interchangably.
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FIG. 2.— The spectral energy distribution of HD 106315 with a model
using the inferred stellar parameters from MINESweeper. The light
blue points show the Tycho-2 BT, VT , 2MASS J, H, Ks, and WISE 1–4
photometric observations included in the fit. The red curve represents
the best fit MIST stellar model.

and log R′
HK = −4.90 ± 0.02. Our measurements of

the Mt. Wilson activity indicators were calibrated by
comparing activity measuremenfs from TRES observa-
tions of stars also observed in the Mt. Wilson survey by
(Duncan et al. 1991).

Using the Stellar Parameter Classification tool (SPC),
we inferred that HD 106315 has a Teff= 6251±52
K, [m/H]= -0.27±0.08, log(g) = 4.1±0.1 (cgs), and
a projected rotational velocity of 14.6±0.5 km s−1

(Buchhave et al. 2012, 2014). SPC determines these pa-
rameters by cross-correlating the observed stellar spec-
tra with a grid of synthetic spectra from Kurucz (1992).
The synthetic spectra used by SPC includes a micro-
turbulent velocity of 1.9 km s−1. SPC does not model
macroturbulence, so we also independently derived
v sin I⋆ and the macroturbulent velocity from least-
squares deconvolution line profiles, derived from the
TRES spectra (Collier Cameron et al. 2010a, following
). We fit the least squares deconvolution broadening
profiles simultaneously with the parameters v sin I⋆ and
the macroturbulent velocity, finding values of v sin I⋆ =
12.9 ± 0.4 km s−1, and vmac of 4.0 ± 0.3 km s−1. This is
consistent with the macroturbulence of late F-stars mea-
sured by Doyle et al. (2014), which were determined
by spectroscopic follow-up of a series of Kepler astro-
seismic stars. We note that these errors are likely under-
estimated since they do not include any systematic
problems that may be present in the fitting or the LSD
derivation.

2.3. Archival and Seeing-Limited Imaging

To rule out the possibility of nearby bright compan-
ions, we visually inspected archival J-band observa-

tions of HD 106315 from the 3.8 meter United Kingdom
Infrared Telescope (UKIRT) located on Mauna Kea. We
also observed HD 106315 with KeplerCam on the 1.2m
telescope at FLWO. KeplerCam has a 23′ × 23′ field-of-
view and is binned 2×2 resulting in a 0.67′′ pixel scale.
Additionally, we observed HD 106315 with one of the
eight MEarth-South telescopes. MEarth-South is located
at the Cerro Tololo Inter-American Observatory in Chile
and consists of eight 0.4m telescopes each with a 29′

× 29′ field-of-view and a 0.85′′ pixel scale. From the
combined archival and seeing-limited images, we con-
fidently rule out any bright companions to HD 106315
outside of about an arcsecond, and rule out any other
stars inside the K2 photometric aperture at larger dis-
tances.

3. SYSTEM MODELING

3.1. Spectral Energy Distribution and Stellar Properties

To determine the stellar properties of HD 106315,
we model all available photometry using MINESweeper
(Cargile et al. in prep). MINESweeper is newly
developed Bayesian approach for determining stellar
parameters using the newest MIST stellar evolution
models (Choi et al. 2016). A detailed description of
MINESweeper is given in Cargile et al. (in prep) and
a brief summary can be seen in §4 of Rodriguez et al.
(2017). Unlike the case of V1334 Tau (Rodriguez et al.
2017), we use the SPC spectral results ([Fe/H]1, Teff,
and Log(g); See §2.2) and Gaia TGAS parallax measure-
ments as priors in our analysis (Gaia Collaboration et al.
2016b). We excluded the APASS photometry from this
analysis due to our past experience with unaccounted
for zero-point offsets (Cargile et al. in prep). Our fi-
nal SED model is shown in Figure 2. The determined
stellar parameters are: Stellar Age = 3.987+0.802

−0.516 Gyr,

M⋆ = 1.105+0.028
−0.036 M⊙, R⋆ = 1.286+0.039

−0.040 R⊙, log(L⋆) =

0.368+0.028
−0.026 L⊙, Teff= 6300±37 K, log(g) = 4.261+0.027

−0.024

cgs, [Fe/H]initial = −0.128+0.041
−0.065 (metallicity at forma-

tion), [Fe/H]sur f ace = −0.268+0.060
−0.071 (current stellar metal-

licity), Distance = 109±3 Pc, Av = 0.005+0.027
−0.001 mag. This

analysis used the MIST stellar evolution models while
our global analysis used the YY Isochrones or the Dart-
mouth stellar evolution models. We use this analysis to
check the global model determined stellar parameters
(§3.2). Additionally, the SED analysis shows no sign of
any IR excess and is consistent with a Teff= 6300 K stellar
photosphere.

3.2. Global Model

We make use of the flattened K2 light curves, GAIA
parallax, and TRES spectroscopic stellar parameters to
perform a global modeling of the HD 106315 system.
Two independent analyses are presented in Table 2, in-
corporating the Dartmouth (Dotter et al. 2008) and YY
(Yi et al. 2001) isochrones. The systematic errors be-
tween the different stellar models used in the global

1 Note: While SPC measures metallicity ([m/H]), (that is, holding
abundance ratios fixed at solar values and only adjusting the overall
metal content), throughout our analysis, we use [m/H] and [Fe/H]
interchangably.
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FIG. 2.— The spectral energy distribution of HD 106315 with a model
using the inferred stellar parameters from MINESweeper. The light
blue points show the Tycho-2 BT, VT , 2MASS J, H, Ks, and WISE 1–4
photometric observations included in the fit. The red curve represents
the best fit MIST stellar model.

and log R′
HK = −4.90 ± 0.02. Our measurements of

the Mt. Wilson activity indicators were calibrated by
comparing activity measuremenfs from TRES observa-
tions of stars also observed in the Mt. Wilson survey by
(Duncan et al. 1991).

Using the Stellar Parameter Classification tool (SPC),
we inferred that HD 106315 has a Teff= 6251±52
K, [m/H]= -0.27±0.08, log(g) = 4.1±0.1 (cgs), and
a projected rotational velocity of 14.6±0.5 km s−1

(Buchhave et al. 2012, 2014). SPC determines these pa-
rameters by cross-correlating the observed stellar spec-
tra with a grid of synthetic spectra from Kurucz (1992).
The synthetic spectra used by SPC includes a micro-
turbulent velocity of 1.9 km s−1. SPC does not model
macroturbulence, so we also independently derived
v sin I⋆ and the macroturbulent velocity from least-
squares deconvolution line profiles, derived from the
TRES spectra (Collier Cameron et al. 2010a, following
). We fit the least squares deconvolution broadening
profiles simultaneously with the parameters v sin I⋆ and
the macroturbulent velocity, finding values of v sin I⋆ =
12.9 ± 0.4 km s−1, and vmac of 4.0 ± 0.3 km s−1. This is
consistent with the macroturbulence of late F-stars mea-
sured by Doyle et al. (2014), which were determined
by spectroscopic follow-up of a series of Kepler astro-
seismic stars. We note that these errors are likely under-
estimated since they do not include any systematic
problems that may be present in the fitting or the LSD
derivation.

2.3. Archival and Seeing-Limited Imaging

To rule out the possibility of nearby bright compan-
ions, we visually inspected archival J-band observa-

tions of HD 106315 from the 3.8 meter United Kingdom
Infrared Telescope (UKIRT) located on Mauna Kea. We
also observed HD 106315 with KeplerCam on the 1.2m
telescope at FLWO. KeplerCam has a 23′ × 23′ field-of-
view and is binned 2×2 resulting in a 0.67′′ pixel scale.
Additionally, we observed HD 106315 with one of the
eight MEarth-South telescopes. MEarth-South is located
at the Cerro Tololo Inter-American Observatory in Chile
and consists of eight 0.4m telescopes each with a 29′

× 29′ field-of-view and a 0.85′′ pixel scale. From the
combined archival and seeing-limited images, we con-
fidently rule out any bright companions to HD 106315
outside of about an arcsecond, and rule out any other
stars inside the K2 photometric aperture at larger dis-
tances.

3. SYSTEM MODELING

3.1. Spectral Energy Distribution and Stellar Properties

To determine the stellar properties of HD 106315,
we model all available photometry using MINESweeper
(Cargile et al. in prep). MINESweeper is newly
developed Bayesian approach for determining stellar
parameters using the newest MIST stellar evolution
models (Choi et al. 2016). A detailed description of
MINESweeper is given in Cargile et al. (in prep) and
a brief summary can be seen in §4 of Rodriguez et al.
(2017). Unlike the case of V1334 Tau (Rodriguez et al.
2017), we use the SPC spectral results ([Fe/H]1, Teff,
and Log(g); See §2.2) and Gaia TGAS parallax measure-
ments as priors in our analysis (Gaia Collaboration et al.
2016b). We excluded the APASS photometry from this
analysis due to our past experience with unaccounted
for zero-point offsets (Cargile et al. in prep). Our fi-
nal SED model is shown in Figure 2. The determined
stellar parameters are: Stellar Age = 3.987+0.802

−0.516 Gyr,

M⋆ = 1.105+0.028
−0.036 M⊙, R⋆ = 1.286+0.039

−0.040 R⊙, log(L⋆) =

0.368+0.028
−0.026 L⊙, Teff= 6300±37 K, log(g) = 4.261+0.027

−0.024

cgs, [Fe/H]initial = −0.128+0.041
−0.065 (metallicity at forma-

tion), [Fe/H]sur f ace = −0.268+0.060
−0.071 (current stellar metal-

licity), Distance = 109±3 Pc, Av = 0.005+0.027
−0.001 mag. This

analysis used the MIST stellar evolution models while
our global analysis used the YY Isochrones or the Dart-
mouth stellar evolution models. We use this analysis to
check the global model determined stellar parameters
(§3.2). Additionally, the SED analysis shows no sign of
any IR excess and is consistent with a Teff= 6300 K stellar
photosphere.

3.2. Global Model

We make use of the flattened K2 light curves, GAIA
parallax, and TRES spectroscopic stellar parameters to
perform a global modeling of the HD 106315 system.
Two independent analyses are presented in Table 2, in-
corporating the Dartmouth (Dotter et al. 2008) and YY
(Yi et al. 2001) isochrones. The systematic errors be-
tween the different stellar models used in the global

1 Note: While SPC measures metallicity ([m/H]), (that is, holding
abundance ratios fixed at solar values and only adjusting the overall
metal content), throughout our analysis, we use [m/H] and [Fe/H]
interchangably.
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FIG. 2.— The spectral energy distribution of HD 106315 with a model
using the inferred stellar parameters from MINESweeper. The light
blue points show the Tycho-2 BT, VT , 2MASS J, H, Ks, and WISE 1–4
photometric observations included in the fit. The red curve represents
the best fit MIST stellar model.

and log R′
HK = −4.90 ± 0.02. Our measurements of

the Mt. Wilson activity indicators were calibrated by
comparing activity measuremenfs from TRES observa-
tions of stars also observed in the Mt. Wilson survey by
(Duncan et al. 1991).

Using the Stellar Parameter Classification tool (SPC),
we inferred that HD 106315 has a Teff= 6251±52
K, [m/H]= -0.27±0.08, log(g) = 4.1±0.1 (cgs), and
a projected rotational velocity of 14.6±0.5 km s−1

(Buchhave et al. 2012, 2014). SPC determines these pa-
rameters by cross-correlating the observed stellar spec-
tra with a grid of synthetic spectra from Kurucz (1992).
The synthetic spectra used by SPC includes a micro-
turbulent velocity of 1.9 km s−1. SPC does not model
macroturbulence, so we also independently derived
v sin I⋆ and the macroturbulent velocity from least-
squares deconvolution line profiles, derived from the
TRES spectra (Collier Cameron et al. 2010a, following
). We fit the least squares deconvolution broadening
profiles simultaneously with the parameters v sin I⋆ and
the macroturbulent velocity, finding values of v sin I⋆ =
12.9 ± 0.4 km s−1, and vmac of 4.0 ± 0.3 km s−1. This is
consistent with the macroturbulence of late F-stars mea-
sured by Doyle et al. (2014), which were determined
by spectroscopic follow-up of a series of Kepler astro-
seismic stars. We note that these errors are likely under-
estimated since they do not include any systematic
problems that may be present in the fitting or the LSD
derivation.

2.3. Archival and Seeing-Limited Imaging

To rule out the possibility of nearby bright compan-
ions, we visually inspected archival J-band observa-

tions of HD 106315 from the 3.8 meter United Kingdom
Infrared Telescope (UKIRT) located on Mauna Kea. We
also observed HD 106315 with KeplerCam on the 1.2m
telescope at FLWO. KeplerCam has a 23′ × 23′ field-of-
view and is binned 2×2 resulting in a 0.67′′ pixel scale.
Additionally, we observed HD 106315 with one of the
eight MEarth-South telescopes. MEarth-South is located
at the Cerro Tololo Inter-American Observatory in Chile
and consists of eight 0.4m telescopes each with a 29′

× 29′ field-of-view and a 0.85′′ pixel scale. From the
combined archival and seeing-limited images, we con-
fidently rule out any bright companions to HD 106315
outside of about an arcsecond, and rule out any other
stars inside the K2 photometric aperture at larger dis-
tances.

3. SYSTEM MODELING

3.1. Spectral Energy Distribution and Stellar Properties

To determine the stellar properties of HD 106315,
we model all available photometry using MINESweeper
(Cargile et al. in prep). MINESweeper is newly
developed Bayesian approach for determining stellar
parameters using the newest MIST stellar evolution
models (Choi et al. 2016). A detailed description of
MINESweeper is given in Cargile et al. (in prep) and
a brief summary can be seen in §4 of Rodriguez et al.
(2017). Unlike the case of V1334 Tau (Rodriguez et al.
2017), we use the SPC spectral results ([Fe/H]1, Teff,
and Log(g); See §2.2) and Gaia TGAS parallax measure-
ments as priors in our analysis (Gaia Collaboration et al.
2016b). We excluded the APASS photometry from this
analysis due to our past experience with unaccounted
for zero-point offsets (Cargile et al. in prep). Our fi-
nal SED model is shown in Figure 2. The determined
stellar parameters are: Stellar Age = 3.987+0.802

−0.516 Gyr,

M⋆ = 1.105+0.028
−0.036 M⊙, R⋆ = 1.286+0.039

−0.040 R⊙, log(L⋆) =

0.368+0.028
−0.026 L⊙, Teff= 6300±37 K, log(g) = 4.261+0.027

−0.024

cgs, [Fe/H]initial = −0.128+0.041
−0.065 (metallicity at forma-

tion), [Fe/H]sur f ace = −0.268+0.060
−0.071 (current stellar metal-

licity), Distance = 109±3 Pc, Av = 0.005+0.027
−0.001 mag. This

analysis used the MIST stellar evolution models while
our global analysis used the YY Isochrones or the Dart-
mouth stellar evolution models. We use this analysis to
check the global model determined stellar parameters
(§3.2). Additionally, the SED analysis shows no sign of
any IR excess and is consistent with a Teff= 6300 K stellar
photosphere.

3.2. Global Model

We make use of the flattened K2 light curves, GAIA
parallax, and TRES spectroscopic stellar parameters to
perform a global modeling of the HD 106315 system.
Two independent analyses are presented in Table 2, in-
corporating the Dartmouth (Dotter et al. 2008) and YY
(Yi et al. 2001) isochrones. The systematic errors be-
tween the different stellar models used in the global

1 Note: While SPC measures metallicity ([m/H]), (that is, holding
abundance ratios fixed at solar values and only adjusting the overall
metal content), throughout our analysis, we use [m/H] and [Fe/H]
interchangably.
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FIG. 2.— The spectral energy distribution of HD 106315 with a model
using the inferred stellar parameters from MINESweeper. The light
blue points show the Tycho-2 BT, VT , 2MASS J, H, Ks, and WISE 1–4
photometric observations included in the fit. The red curve represents
the best fit MIST stellar model.

and log R′
HK = −4.90 ± 0.02. Our measurements of

the Mt. Wilson activity indicators were calibrated by
comparing activity measuremenfs from TRES observa-
tions of stars also observed in the Mt. Wilson survey by
(Duncan et al. 1991).

Using the Stellar Parameter Classification tool (SPC),
we inferred that HD 106315 has a Teff= 6251±52
K, [m/H]= -0.27±0.08, log(g) = 4.1±0.1 (cgs), and
a projected rotational velocity of 14.6±0.5 km s−1

(Buchhave et al. 2012, 2014). SPC determines these pa-
rameters by cross-correlating the observed stellar spec-
tra with a grid of synthetic spectra from Kurucz (1992).
The synthetic spectra used by SPC includes a micro-
turbulent velocity of 1.9 km s−1. SPC does not model
macroturbulence, so we also independently derived
v sin I⋆ and the macroturbulent velocity from least-
squares deconvolution line profiles, derived from the
TRES spectra (Collier Cameron et al. 2010a, following
). We fit the least squares deconvolution broadening
profiles simultaneously with the parameters v sin I⋆ and
the macroturbulent velocity, finding values of v sin I⋆ =
12.9 ± 0.4 km s−1, and vmac of 4.0 ± 0.3 km s−1. This is
consistent with the macroturbulence of late F-stars mea-
sured by Doyle et al. (2014), which were determined
by spectroscopic follow-up of a series of Kepler astro-
seismic stars. We note that these errors are likely under-
estimated since they do not include any systematic
problems that may be present in the fitting or the LSD
derivation.

2.3. Archival and Seeing-Limited Imaging

To rule out the possibility of nearby bright compan-
ions, we visually inspected archival J-band observa-

tions of HD 106315 from the 3.8 meter United Kingdom
Infrared Telescope (UKIRT) located on Mauna Kea. We
also observed HD 106315 with KeplerCam on the 1.2m
telescope at FLWO. KeplerCam has a 23′ × 23′ field-of-
view and is binned 2×2 resulting in a 0.67′′ pixel scale.
Additionally, we observed HD 106315 with one of the
eight MEarth-South telescopes. MEarth-South is located
at the Cerro Tololo Inter-American Observatory in Chile
and consists of eight 0.4m telescopes each with a 29′

× 29′ field-of-view and a 0.85′′ pixel scale. From the
combined archival and seeing-limited images, we con-
fidently rule out any bright companions to HD 106315
outside of about an arcsecond, and rule out any other
stars inside the K2 photometric aperture at larger dis-
tances.

3. SYSTEM MODELING

3.1. Spectral Energy Distribution and Stellar Properties

To determine the stellar properties of HD 106315,
we model all available photometry using MINESweeper
(Cargile et al. in prep). MINESweeper is newly
developed Bayesian approach for determining stellar
parameters using the newest MIST stellar evolution
models (Choi et al. 2016). A detailed description of
MINESweeper is given in Cargile et al. (in prep) and
a brief summary can be seen in §4 of Rodriguez et al.
(2017). Unlike the case of V1334 Tau (Rodriguez et al.
2017), we use the SPC spectral results ([Fe/H]1, Teff,
and Log(g); See §2.2) and Gaia TGAS parallax measure-
ments as priors in our analysis (Gaia Collaboration et al.
2016b). We excluded the APASS photometry from this
analysis due to our past experience with unaccounted
for zero-point offsets (Cargile et al. in prep). Our fi-
nal SED model is shown in Figure 2. The determined
stellar parameters are: Stellar Age = 3.987+0.802

−0.516 Gyr,

M⋆ = 1.105+0.028
−0.036 M⊙, R⋆ = 1.286+0.039

−0.040 R⊙, log(L⋆) =

0.368+0.028
−0.026 L⊙, Teff= 6300±37 K, log(g) = 4.261+0.027

−0.024

cgs, [Fe/H]initial = −0.128+0.041
−0.065 (metallicity at forma-

tion), [Fe/H]sur f ace = −0.268+0.060
−0.071 (current stellar metal-

licity), Distance = 109±3 Pc, Av = 0.005+0.027
−0.001 mag. This

analysis used the MIST stellar evolution models while
our global analysis used the YY Isochrones or the Dart-
mouth stellar evolution models. We use this analysis to
check the global model determined stellar parameters
(§3.2). Additionally, the SED analysis shows no sign of
any IR excess and is consistent with a Teff= 6300 K stellar
photosphere.

3.2. Global Model

We make use of the flattened K2 light curves, GAIA
parallax, and TRES spectroscopic stellar parameters to
perform a global modeling of the HD 106315 system.
Two independent analyses are presented in Table 2, in-
corporating the Dartmouth (Dotter et al. 2008) and YY
(Yi et al. 2001) isochrones. The systematic errors be-
tween the different stellar models used in the global

1 Note: While SPC measures metallicity ([m/H]), (that is, holding
abundance ratios fixed at solar values and only adjusting the overall
metal content), throughout our analysis, we use [m/H] and [Fe/H]
interchangably.
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FIG. 2.— The spectral energy distribution of HD 106315 with a model
using the inferred stellar parameters from MINESweeper. The light
blue points show the Tycho-2 BT, VT , 2MASS J, H, Ks, and WISE 1–4
photometric observations included in the fit. The red curve represents
the best fit MIST stellar model.

and log R′
HK = −4.90 ± 0.02. Our measurements of

the Mt. Wilson activity indicators were calibrated by
comparing activity measuremenfs from TRES observa-
tions of stars also observed in the Mt. Wilson survey by
(Duncan et al. 1991).

Using the Stellar Parameter Classification tool (SPC),
we inferred that HD 106315 has a Teff= 6251±52
K, [m/H]= -0.27±0.08, log(g) = 4.1±0.1 (cgs), and
a projected rotational velocity of 14.6±0.5 km s−1

(Buchhave et al. 2012, 2014). SPC determines these pa-
rameters by cross-correlating the observed stellar spec-
tra with a grid of synthetic spectra from Kurucz (1992).
The synthetic spectra used by SPC includes a micro-
turbulent velocity of 1.9 km s−1. SPC does not model
macroturbulence, so we also independently derived
v sin I⋆ and the macroturbulent velocity from least-
squares deconvolution line profiles, derived from the
TRES spectra (Collier Cameron et al. 2010a, following
). We fit the least squares deconvolution broadening
profiles simultaneously with the parameters v sin I⋆ and
the macroturbulent velocity, finding values of v sin I⋆ =
12.9 ± 0.4 km s−1, and vmac of 4.0 ± 0.3 km s−1. This is
consistent with the macroturbulence of late F-stars mea-
sured by Doyle et al. (2014), which were determined
by spectroscopic follow-up of a series of Kepler astro-
seismic stars. We note that these errors are likely under-
estimated since they do not include any systematic
problems that may be present in the fitting or the LSD
derivation.

2.3. Archival and Seeing-Limited Imaging

To rule out the possibility of nearby bright compan-
ions, we visually inspected archival J-band observa-

tions of HD 106315 from the 3.8 meter United Kingdom
Infrared Telescope (UKIRT) located on Mauna Kea. We
also observed HD 106315 with KeplerCam on the 1.2m
telescope at FLWO. KeplerCam has a 23′ × 23′ field-of-
view and is binned 2×2 resulting in a 0.67′′ pixel scale.
Additionally, we observed HD 106315 with one of the
eight MEarth-South telescopes. MEarth-South is located
at the Cerro Tololo Inter-American Observatory in Chile
and consists of eight 0.4m telescopes each with a 29′

× 29′ field-of-view and a 0.85′′ pixel scale. From the
combined archival and seeing-limited images, we con-
fidently rule out any bright companions to HD 106315
outside of about an arcsecond, and rule out any other
stars inside the K2 photometric aperture at larger dis-
tances.

3. SYSTEM MODELING

3.1. Spectral Energy Distribution and Stellar Properties

To determine the stellar properties of HD 106315,
we model all available photometry using MINESweeper
(Cargile et al. in prep). MINESweeper is newly
developed Bayesian approach for determining stellar
parameters using the newest MIST stellar evolution
models (Choi et al. 2016). A detailed description of
MINESweeper is given in Cargile et al. (in prep) and
a brief summary can be seen in §4 of Rodriguez et al.
(2017). Unlike the case of V1334 Tau (Rodriguez et al.
2017), we use the SPC spectral results ([Fe/H]1, Teff,
and Log(g); See §2.2) and Gaia TGAS parallax measure-
ments as priors in our analysis (Gaia Collaboration et al.
2016b). We excluded the APASS photometry from this
analysis due to our past experience with unaccounted
for zero-point offsets (Cargile et al. in prep). Our fi-
nal SED model is shown in Figure 2. The determined
stellar parameters are: Stellar Age = 3.987+0.802

−0.516 Gyr,

M⋆ = 1.105+0.028
−0.036 M⊙, R⋆ = 1.286+0.039

−0.040 R⊙, log(L⋆) =

0.368+0.028
−0.026 L⊙, Teff= 6300±37 K, log(g) = 4.261+0.027

−0.024

cgs, [Fe/H]initial = −0.128+0.041
−0.065 (metallicity at forma-

tion), [Fe/H]sur f ace = −0.268+0.060
−0.071 (current stellar metal-

licity), Distance = 109±3 Pc, Av = 0.005+0.027
−0.001 mag. This

analysis used the MIST stellar evolution models while
our global analysis used the YY Isochrones or the Dart-
mouth stellar evolution models. We use this analysis to
check the global model determined stellar parameters
(§3.2). Additionally, the SED analysis shows no sign of
any IR excess and is consistent with a Teff= 6300 K stellar
photosphere.

3.2. Global Model

We make use of the flattened K2 light curves, GAIA
parallax, and TRES spectroscopic stellar parameters to
perform a global modeling of the HD 106315 system.
Two independent analyses are presented in Table 2, in-
corporating the Dartmouth (Dotter et al. 2008) and YY
(Yi et al. 2001) isochrones. The systematic errors be-
tween the different stellar models used in the global

1 Note: While SPC measures metallicity ([m/H]), (that is, holding
abundance ratios fixed at solar values and only adjusting the overall
metal content), throughout our analysis, we use [m/H] and [Fe/H]
interchangably.
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Abstract

In the era of large stellar spectroscopic surveys, there is an emphasis on deriving not only stellar abundances but
also the ages for millions of stars. In the context of Galactic archeology, stellar ages provide a direct probe of the
formation history of the Galaxy. We use the stellar evolution code MESA to compute models with atomic diffusion
—with and without radiative acceleration—and extra mixing in the surface layers. The extra mixing consists of
both density-dependent turbulent mixing and envelope overshoot mixing. Based on these models we argue that it is
important to distinguish between initial, bulk abundances (parameters) and current, surface abundances (variables)
in the analysis of individual stellar ages. In stars that maintain radiative regions on evolutionary timescales, atomic
diffusion modifies the surface abundances. We show that when initial, bulk metallicity is equated with current,
surface metallicity in isochrone age analysis, the resulting stellar ages can be systematically overestimated by up to
20%. The change of surface abundances with evolutionary phase also complicates chemical tagging, which is the
concept that dispersed star clusters can be identified through unique, high-dimensional chemical signatures. Stars
from the same cluster, but in different evolutionary phases, will show different surface abundances. We speculate
that calibration of stellar models may allow us to estimate not only stellar ages but also initial abundances for
individual stars. In the meantime, analyzing the chemical properties of stars in similar evolutionary phases is
essential to minimize the effects of atomic diffusion in the context of chemical tagging.

Key words: stars: abundances – stars: evolution

1. Introduction

Atomic diffusion is a generic term used to describe transport
processes that operate most effectively in radiative regions in
stars. The processes are driven by gradients, including pressure
(gravitational settling), temperature (thermal diffusion), and
concentration (chemical diffusion). One can find comparisons
of the magnitudes of these three processes in Figures 3 and 4 of
Thoul et al. (1994). The effect of atomic diffusion is greatly
reduced in convective regions because the convection timescale
is (typically) orders of magnitude shorter than the diffusion
timescale. Radiative acceleration modifies atomic diffusion,
acting differently on individual species, depending, in detail, on
the thermal properties of the plasma and the opacity of each
species relative to the total opacity. Including radiative
acceleration in the atomic diffusion calculation is computation-
ally intensive (Richer et al. 1998) and has not yet become a
standard ingredient in stellar evolution models, even though
atomic diffusion has in recent years. The redistribution of
elements during stellar evolution by atomic diffusion may be
modified by other mixing process, with convection being the
most prominent. While it is beyond the scope of this paper to
discuss all mixing processes in stars, we list a few important
effects that have been proposed specifically to counteract atomic
diffusion in some way: meridional circulation (Eddington 1929),
mass-loss via slow stellar wind (Vauclair & Charbonnel 1995;
Vick et al. 2013), hydrodynamic instability caused by diffusion
itself (Deal et al. 2016), as well as a class of “turbulent” mixing
schemes (Proffitt & Michaud 1991; Richer et al. 2000) that have
been used effectively in different scenarios.

For more than a century, atomic diffusion has been theorized to
operate in stars (Chapman 1917a, 1917b). Decades after the work
of Chapman, detailed studies arose of atomic diffusion’s effects
on solar models (Aller & Chapman 1960; Noerdlinger 1977) and

in other stars (e.g., Michaud 1970; Montmerle & Michaud 1976;
Fontaine & Michaud 1979; Noerdlinger & Arigo 1980); see
Vauclair & Vauclair (1982) for a review of the theory and works
completed up to the early 1980s. The importance of atomic
diffusion in the calculation of stellar evolution models led to a
systematic reduction in age estimates from isochrone fitting to star
clusters by 10%~ compared to models without atomic diffusion
(VandenBerg et al. 2002).
The use of stellar isochrones to derive the ages of individual

stars based on their spectroscopic parameters is widely used
(Soderblom 2010), with a classic example being the estimation
of ages for 189 dwarf stars by Edvardsson et al. (1993). Later
programs, such as the Geneva Copenhagen Survey (Nordström
et al. 2004), expanded the numbers of stars into the tens of
thousands. In the modern era, surveys like RAVE (Steinmetz
et al. 2006), SDSS/SEGUE (Yanny et al. 2009), LAMOST
(Luo et al. 2015), APOGEE (Holtzman et al. 2015), Gaia-ESO
(Gilmore et al. 2012), and GALAH (De Silva et al. 2015) are
yielding hundreds of thousands of stars. These efforts will only
improve with the release of Gaia parallaxes over the next few
years (Lindegren et al. 2016).
In principal, ages may be derived for all of the stars in these

surveys. However, given finite measurement uncertainties on
global stellar parameters obtainable from spectroscopy, only
stars near the main sequence turnoff (MSTO) or the sub-giant
branch can be age-dated with any reasonable degree of
precision. Asteroseismology provides useful information about
stellar interiors via the power spectrum of pulsations in dwarfs
and red giants (Chaplin & Miglio 2013) that has led to novel
techniques for estimating stellar masses, and therefore ages, for
red giants (Martig et al. 2016; Ness et al. 2016). As a result,
although age estimates of red giants cannot be arrived at based
on isochrone fitting to spectroscopic parameters alone, the
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definition of the MSTO used in the models (central H
exhaustion) may differ from the observational definition (e.g.,
the hottest point in the CMD) and therefore lead to a
discrepancy. Thus, when comparing models to data it is
important to choose the point(s) for comparison consistently.
The upper data points, shown in purple and representing stars
on the red giant branch (RGB), show how the surface [Fe/H]
value returns to near its initial value after the main sequence is
over, surface convection deepens, and the near-initial surface
composition returns. The difference between the initial and
RGB values is not zero; in fact, it is slightly positive because
central H-burning has reduced H. When this material is brought
back up to the surface by convective mixing (i.e., the first
dredge-up), the result is a slight increase in [Fe/H] over the
initial value. Along the RGB the surface [Fe/H] varies by less
than 0.01 dex. The difference between the MSTO and the RGB
surface [Fe/H] values is thus a modest overestimate of the
atomic diffusion effect compared to the initial value.

Figure 3 expands upon the models shown in Figure 2 by
including all other initial metallicities computed for this paper.
The range of ages is now represented by the color scale. The
increase in [Fe/H] from the initial value to the RGB value is
never more than about 0.05 dex, while the decrease in [Fe/H]
at the MSTO is larger and has significant dependence on both
the age and Fe H 0init =[ ] . At the oldest ages and lowest
metallicities, however, the decrease at the MSTO is ∼0.2 dex,
consistent with NGC 6397 (Korn et al. 2007). The mass of the
surface convection on the main sequence tends to increase with
metallicity at a given mass, so the MSTO depletion increases
substantially with decreasing Fe H 0init =[ ] .

In a coeval, initially chemically homogeneous stellar
population, like an open cluster, the farther down the main
sequence one looks, the closer the surface abundances will
approach the initial abundances of a cluster, due to the
deepening of the surface convection zone as Minit decreases, as
demonstrated in Figure 4. This raises the question: is there a
point along the main sequence below which the current, surface
abundances match the initial abundances? In the following
discussion we assume that all stars have arrived on the main
sequence. For stars with M M1.5init < : surface convection
deepens as one moves along the main sequence to lower Minit,

meaning that atomic diffusion will be less effective at
modifying surface abundances. This can be seen in Figure 4
as Δ[Fe/H] decreases with Minit. There is a point along the
main sequence, at M M0.35init ~ :, below which stars remain
fully convective on the main sequence. For a fully convective
star, atomic diffusion is overwhelmed by convective mixing.
Furthermore, the effects of nucleosynthesis ought to appear at
the surface as a slight increase because a fully convective star is
fully mixed; see Figure 4. We expect the surface depletion of
metals, as measured by Δ[Fe/H] in Figure 4 to (i) reach its
maximum value near the MSTO (just below if the stars have
convective cores); (ii) decrease as a function of stellar mass
down to the fully convective transition at M0.35 ;: and (iii)
abruptly become slightly positive because H has been depleted
by nucleosynthesis in the core. The fully convective stars are
intrinsically faint, so the transition will be difficult to detect in
practice. However, some of the larger patterns, such as the
trend of [Fe/H] at the MSTO with age, should be detectable.

3. Implications

3.1. Individual Stellar Ages from Spectroscopic Parameters

Suppose that we wish to estimate the age of a star based on
its spectroscopic parameters. We are given Teff , glog( ), [Fe/H],
and associated uncertainties. We compare these with a set of
stellar isochrones in order to discern what range of stellar mass
and age are consistent with the models given the data. The age
analysis is carried out using one set of stellar evolution models
with atomic diffusion, as described in Section 2.1, and two
different assumptions. In the first case, only the initial
composition is specified in the models. We have no idea how
the surface abundances evolve as a function of Minit and time.
Thus, we ignore any change in surface abundances along the
isochrones. Instead, we match the initial abundances in the
model to the observed surface abundances in each star. We
shall refer to this as the “constant-metallicity” assumption. In
the second case, the surface abundances are tabulated along the
isochrones and we are able to treat these as variables. We shall
call this the “variable-metallicity” assumption. In the context of
atomic diffusion, the problem with the constant-metallicity

Figure 3. Expanding upon Figure 2 to show the surface [Fe/H] evolution for
different ages (reflected in the color scale) and initial metallicities.

Figure 4. Changing surface [Fe/H] along the main sequence for a range of
ages. The sharp transition at M0.35~ : marks the boundary between fully
convective stars at lower masses and stars with radiative cores at higher masses.
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assumption is that the interior of the star in question can
actually be more metal-rich than the current, surface abun-
dances indicate. The variable-metallicity assumption naturally
accounts for this effect, albeit in a model-dependent way.

Ages are estimated with MINESweeper, a Bayesian
approach to estimating stellar parameters for a single star from
stellar evolution models. A full description of MINESweeper
is given by Cargile et al. (2017, in preparation). Here we
provide a brief summary of the method. MINESweeper uses
nested importance sampling to determine posterior probability
distributions for physical properties inferred from stellar
evolution models. It uses a modified version of the
nestle.py code5 to perform multi-nested ellipsoid sampling
based on the algorithm described in Feroz et al. (2009). Multi-
nested sampling is well-suited for this problem due to its ability
to efficiently sample multi-modal likelihood surfaces, as is
typically the case when modeling stars with stellar isochrones.
MINESweeper uses the most recent release of the MIST
stellar evolution models (Choi et al. 2016), and an optimized
interpolation schema based on the recommendations of Dotter
(2016). MINESweeper uses photometry, spectroscopic para-
meters and abundances, parallax information, etc., to calculate
the likelihood probabilities, and handles a wide range of prior
probability distributions. The MINESweeper inference results
in posterior probability distributions for the fundamental MIST
model parameters (i.e., the parameters on which the model grid
is built): equivalent evolutionary points, initial metallicity, and
stellar age. Using these inferred posterior distributions,
MINESweeper then generates posterior distributions for all
other quantities predicted by the MIST models, e.g., mass,
radius, Teff , luminosity, surface abundances, etc.

We take as a case study the spectroscopic survey of the
Galactic disk by Bensby et al. (2014, hereafter B14). B14
derived spectroscopic abundances and ages for 714 stars,
primarily dwarfs and sub-giants of spectral type F or G, with

g5 log 2.5> >( ) , in the solar neighborhood. The method of
age estimation employed by B14 is described in detail by
Meléndez et al. (2012) and uses the Y 2 isochrones (Demarque
et al. 2004), which include the effects of He diffusion but not
those of heavier elements.

The age analysis employed by B14 relies on comparing the
spectroscopic parameters Teff , log(g), and [Fe/H] with those of
the Y 2 isochrones. The Y 2 isochrones do not provide current,
surface [Fe/H] along the isochrones, so the age analysis instead
uses the associated Fe H init[ ] for all ages and all points along
the isochrones. As described by Meléndez et al., in order to
reconcile the isochrone composition with the current solar
values, the authors subtract 0.04 dex from the tabulated [Fe/H]
values in the Y 2 isochrone files. This is, in effect, a correction
for the diffusion of elements from the solar surface over
∼4.5 Gyr (Turcotte & Wimmer-Schweingruber 2002; Asplund
et al. 2009). Although Meléndez et al. do not state this
explicitly, nor is it clear that they interpret it as such, they have
implemented a crude correction for the difference between
current, surface [Fe/H] and the initial, bulk value. However, as
shown in Figures 2 and 3, the difference between the current,
surface [Fe/H] and the initial, bulk [Fe/H] is not constant over
either a single isochrone or among different isochrones (see
Figures 2 and 3). This is not a criticism of the age analysis
technique described by Meléndez et al.; their Equation (7)

would have properly accounted for changing surface abun-
dances along the isochrones if that information had been
provided in the isochrones themselves.
To illustrate the difference in stellar ages between isochrone

analyses that use constant or variable surface metallicities, we
have derived ages for the B14 catalog using both the constant-
and variable-metallicity assumptions. To do so we use Teff ,

glog( ), and [Fe/H] from the B14 catalog. In Figure 5 we show
the age distributions for HIP 1955 based on the spectroscopic
parameters ([Fe/H]=−0.01, T 6024eff = , and glog 4.31=( ) )
provided by B14. The red histogram shows ages obtained using
the variable-metallicity approach. The blue histogram shows
ages obtained using the constant-metallicity approach. The
variable-metallicity approach results in a weighted-mean age of
4.37 Gyr, while the variable-metallicity approach yields a
weighted-mean of 4.89 Gyr. The result is a reduction in the age
of ∼0.5 Gyr, or about 10%. Weighted medians are ∼0.1 Gyr
younger than the weighted means for this star in both cases, but
the difference remains about 0.5 Gyr.
In Figure 6 we show the age difference between the two

assumptions for the full B14 catalog in both absolute (left) and
fractional (right) terms. Both panels show that the ages based
on the variable-metallicity approach lead to younger ages than
those derived by the constant-metallicity approach. This
systematic effect in isochrone-based age determinations of
individual stars has largely been overlooked until now.
A corollary is that the initial, bulk metallicity of a star—not

the current, surface metallicity—should be the quantity of
interest in age–metallicity relations (AMRs) and Galactic
chemical evolution (GCE). The reason is that the initial, bulk
metallicity is reflective of the conditions out of which the star
formed and is a stellar parameter, not a variable quantity. The
result will be an AMR that is shifted to younger ages and

Figure 5. Posterior probability distributions from two age analyses of a single
star, HIP 1955, using spectroscopic parameters from Bensby et al. (2014). The
red histogram shows the case in which the isochrones’ initial [Fe/H] value is
compared to the spectroscopic value. The blue histogram shows the case in
which the isochrones’ surface [Fe/H] value is compared to the spectroscopic
value. The latter is the approach we advocate for in this paper; it results in a
younger age.

5 http://kbarbary.github.io/nestle/
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higher (initial, bulk) metallicities. Figure 7 shows the B14
sample in the standard AMR that plots current, surface
metallicities and constant-metallicity-based ages on the left.
On the right is the shown the corrected version of the AMR that
plots the inferred initial, bulk metallicity of the star against the
variable-metallicity-based age. Note that only stars with
Fe H 2> -[ ] are shown, though there are a handful of stars
in the B14 catalog with metallicities below −2.

Initial, bulk metallicities are inferred from the models and
thus are susceptible to model errors and uncertainties. It will be
valuable to provide more detailed tests of the models so that
these “corrections” may be applied with greater confidence.
Open clusters are highly useful in this regard because they
come with a high degree of chemical homogeneity (Bovy 2016,
but see also Liu et al. 2016). Globular clusters have also been
studied in this context, including NGC 6397 (Korn et al. 2007;

Figure 6. Difference in ages determined using the variable- and constant-metallicity assumptions. The difference is most often negative. The left panel shows age
differences in an absolute sense and the right panel shows them in a fractional sense. Note that the majority of points are negative, meaning that the constant-
metallicity assumption systematically increases the age.

Figure 7. The AMR of Bensby et al. (2014) stars rederived in this paper. On the left are shown surface [Fe/H] values vs. ages derived using the constant-metallicity
assumption of Bensby et al.. On the right are shown (inferred) initial metallicities and ages derived using the variable-metallicity approach.
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