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What’s to Come....

Vega’s Gravity Darkening with CHARA/FLUOR

Procyon’s Convection with VLTI/VINCI and Mark III
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Imax

Imin

Stellar Interferometry:
An Application of 

Second-Order Coherence Theory
(Mandel & Wolf 1995;  Optical Coherence & Quantum Optics)

the BIG picture

The observable:  Visibility

       Imax - Imin    
       __________
       Imax + Imin
V =

The Observable:  Visibility 

Testing Model Stellar Atmospheres

Spectroscopy
tests the flux

Interferometry
tests

the intensity

F (r, ν, t) = ∫ I(r, n, ν, t) n dω

Fluxes & Intensities

Thinking in the (U,V) Plane and Thinking in Intensities

on the sky what the interferometer measures
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“Direct”  Limb darkening measurements from interferometry
M. Wittkowski et al.: VLTI/VINCI limb-darkening measurements of ψ Phe 721
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Fig. 6. Our measured squared visibility amplitudes of ψPhe (“x” symbols with error bars) together with the (solid black line) spherical PHOENIX
model prediction with model parameters Teff , log g, and mass as derived from spectrophotometry and model evolutionary tracks (Sect. 3.2),
and best fitting θLD value. Shown are also the (dashed-dotted line) plane-parallel PHOENIX model, (dotted line) plane-parallel ATLAS 12 model,
(dashed line) plane-parallel ATLAS 9 model, all with corresponding model parameters and best fitting θLD. As a reference for the strength of the
limb-darkening, the gray lines denote corresponding UD (upper line) and FDD (lower line) model visibility functions. The left panel shows
the full range of the visibility function while the right panel is an enlargement of the low squared visibility amplitudes in the second lobe. All
considered PHOENIX and ATLAS model predictions result in a very similar shape of the visibility function in the 2nd lobe. Our measurements
are significantly different from uniform disk and fully-darkened disk models, and consistent with all considered PHOENIX and ATLAS models.

Table 5. Results for θLD obtained by fits to our interferometric data.
Listed are the model input parameters Teff , log g, and mass M, the
model-specific correction factors CRoss/LD, the fit results for θLD, their
corresponding reduced χ2

ν values, and finally the Rosseland angular
diameter θRoss. The errorσ(θLD) is estimated to be uniformly ± 0.2 mas
for all model fits (see text).

Teff log g M CRoss/LD θLD χ2
ν θRoss

Spherical PHOENIX models:

3550 0.7 1.3 0.9388 8.664 1.80 8.13

3500 0.7 1.3 0.9394 8.663 1.81 8.14
3600 0.7 1.3 0.9381 8.665 1.79 8.13
3550 0.5 1.3 0.9218 8.814 1.79 8.12
3550 1.0 1.3 0.9577 8.504 1.79 8.14
3550 0.7 1.0 0.9302 8.739 1.80 8.13

Plane-parallel PHOENIX model:

3550 0.7 / 1 8.168 1.72 8.17

Plane-parallel ATLAS 12 model:

3550 0.7 / 1 8.191 1.78 8.19

Plane-parallel ATLAS 9 models:

3500 0.5 / 1 8.244 1.74 8.24
3500 1.0 / 1 8.243 1.73 8.24
3750 0.5 / 1 8.227 1.71 8.23
3750 1.0 / 1 8.228 1.71 8.23

otherwise) and FDD (I = µ) model visibility functions are
shown, with diameters θUD and θFDD corresponding to our
favorite PHOENIX model fit. Our measurements differ sig-
nificantly from UD and FDD models, confirming the limb-
darkening effect. All considered PHOENIX and ATLAS model
CLV predictions lead to very similar model visibility functions
up to the 2nd lobe, which are all consistent with our data.
Hence, our data confirm the model-predicted strength of the

limb-darkening effect. Our measured values in the second lobe
of the visibility function seem to lie systematically above the
model predictions by ∼0.5−1σ. It is not yet clear if these small
differences are caused by systematic effects of our data calibra-
tion or by the model structures. The squared visibility ampli-
tudes derived from the siderostat data show a systematic off-
set of about 1σ towards larger values with respect to our best
fitting curves. This is likely caused by possible small system-
atic calibration effects, since the calibration of our high squared
visibility amplitudes in the range ∼0.8−0.95 derived from the
siderostat data was difficult (see Sect. 4.3).

The best fitting Rosseland angular diameters are well
constrained by our measurement. The measurements in the
2nd lobe of the visibility function also constrain the positions
of the 1st minimum and 2nd maximum of the visibility func-
tion, which is a constraint of the diameter. This constraint is
independent of possible small systematic calibration uncertain-
ties of the |V |2 values. The reduced χ2

ν values for the different
considered models do not show significant differences, which is
consistent with the very similar predicted shapes of the model
visibility functions. These similarities are expected since our
measurement is dominated by continuum photons, and the con-
tinuum forming region of the atmosphere is almost compact
(see Fig. 5).

6. Discussion and conclusions

Spherical PHOENIX models We have constructed a spher-
ical hydrostatic PHOENIX model atmosphere for ψPhe in
Sect. 3.2. Here, we confront this model’s prediction for the
CLV by comparing it with our VLTI/VINCI measurement
of the visibility function in the second lobe. We find that
the model predicted shape of the visibility function is con-
sistent with our VLTI/VINCI measurements. Simultaneously,
the Rosseland angular diameter derived from the model and
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Fig. 3. K band visibilities for α Orionis. The χ2 is computed with first lobe visibilities only.

measurements. The maxima of the averaged visibility func-
tion are smaller than the maxima of a monochromatic visibility
model thus mimicking a limb darkening effect. Besides the ze-
roes of the monochromatic visibility function are replaced by
minima of a few percent. It is therefore important to take aver-
aging into account.

3.2. Model fitting

The visibility data have been fitted by a wide band uniform disk
diameter visibility curve by minimizing the function:

χ2 =
1

N − 1
N�

i=1


V2

i − M(ØUD; S i)

σi


2

(1)

where σi is the estimated error on V2
i and:

M(ØUD; S i) =
�
band

�����
2J1 (πφUDBik)
πφUDBik

�����
2

w(k)dk (2)

is the wide band uniform disk model with k the wavenum-
ber, S i = Bikeff the effective spatial frequency, Bi the pro-
jected baseline and ØUD the uniform disk diameter, w(k) being
a weighting function.

If the model is a perfect representation of the source and if
the error bars are well estimated then the mean of χ2 is equal
to 1. The value of the χ2 can therefore be used as a criterion to
assess the validity of the error bar estimates.

The K band visibility data of α Orionis have been gath-
ered and fitted by a single visibility function. The 1996 and
1997 K band data for α Herculis are fitted separately. We
present the results of the fits for the first lobe data only (spatial

frequency ≤30 and 40 cycles/arcsec for α Orionis and
α Herculis respectively) and for all data points. The results are
the following for all epochs:

α Orionis
ØUD, 1st = 43.26 ± 0.04mas χ2 = 30.68
ØUD, all = 43.33 ± 0.04mas χ2 = 21.45

α Herculis
ØUD, 1996, 1st = 31.66 ± 0.08mas χ2 = 0.004
ØUD, 1996, all = 31.64 ± 0.08mas χ2 = 3.37
ØUD, 1997 = 31.24 ± 0.07mas χ2 = 0.85.

The data are presented in Figs. 3 and 4, with the uniform disk
model fits. The agreement of the first lobe data of αHerculis to
the model is virtually “perfect”, setting the upper level of accu-
racy of the FLUOR data to 0.2%, and confirming that the mea-
surement error bars are reasonable. This conclusion has also
been verified on other bright stars. Despite the correctness of
the error bar estimates, the accuracy of the diameter measure-
ments may be questionable. As a matter of fact the diameter
estimates depend on the estimated effective wavelength of the
instrument and are directly proportional to it. The direct mea-
surement of the effective wavelength is quite difficult and de-
pends on a large number of parameters. We have assessed the
quality of our diameter estimates by comparing them to some
independent measurements in the paragraph 4.5.3 of Perrin
et al. (1998). The diameters of α Boo and α Tau measured
with an accuracy of 1 part in 200 with FLUOR were statis-
tically compatible with measurements obtained at the same
or different wavelengths with other interferometers or by the
lunar occultation technique. In the case of α Orionis and

visibility of the uniform disk with an angular radius of rUD
is written as follows:

VUD rUDð Þ ¼
2J1 kBprUD

� �
kBprUD

: ð6Þ

The visibility of the limb-darkened disk with an angular radius
of rLD and a linear limb-darkening coefficient of u(k) is written
as follows:

VLD rLDð Þ ¼ 6

3� u kð Þ

(
1� u kð Þ½ �

2J1 kBprLD
� �
kBprLD

þ u(k)

ffiffiffiffi
�

2

r
J3=2 kBprLD

� �

kBprLD
� �3=2

)
: ð7Þ

(Quirrenbach et al. 1996).
The triple product is the product of the visibilities on three

baselines that form a triangle:

VTP ¼ V1j j exp �i�1ð Þ V2j j exp �i�2ð Þ V3j j exp �i�3ð Þ: ð8Þ

The triple amplitude is the absolute value of the triple product,

VTPj j ¼ V1j j V2j j V3j j; ð9Þ

and the closure phase is the phase of the triple product,

�c ¼ �1 þ �2 þ �3: ð10Þ

As we can see from equation (5), if the brightness distribution
of the source projected to a baseline, I(x), is symmetric with
x, the imaginary part of the visibility is zero, and the phase
of the visibility is 0

�
or 180

�
. If the brightness distribution of

the source is asymmetric, the imaginary part of the visibility
becomes nonzero, and the phase is neither 0� nor 180�. Gen-
erally, it is not easy to measure the phase of visibility with
a ground interferometer because of atmospheric turbulence.
However, the closure phase cancels the effect of atmospheric
turbulence, and so source information is obtainable. Conse-
quently, the closure phase is a useful interferometric observable
for discussing the asymmetry of the brightness distribution of
the source.

Fig. 1.—From left to right, squared visibility amplitudes on OB2, OB1, and OB3, triple amplitudes, and closure phases of Vega measured on 2001 May 25. Six
scans were obtained. Dashed lines: Uniform-disk model with a diameter of 3.11 mas. Solid lines: Limb-darkened–disk model with a diameter of 3.22 mas. We used
linear limb-darkening coefficients calculated by Van Hamme (1993), with TeA ¼ 9500 K and log g ¼ 4:0. The limb-darkened–disk model reproduces the measured
squared visibility amplitudes and the triple amplitudes better than the uniform-disk model.
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Fig. 3. As Fig. 2, but for HR7635.
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Vega as the photometric standard star (1862 - )
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discrepant Hayes H� line profile in comparison to the model
and to STIS. The equivalent width of the Hayes H� line is too
low. The rest of higher Balmer lines show similar discrep-
ancies, which cause the three big dips in Figure 2 between
3900 and 5000 8, where STIS measures stronger features.
Perhaps the Hayes data at the shorter wavelengths suffer from
stray light that fills in the line profiles. Figure 4 illustrates a
different situation for the Paschen lines. At these long wave-
lengths, STIS CCD observations suffer from a severe fringing
pattern that must be removed with a contemporaneous flat
from a tungsten lamp. The defringed STIS spectrum suffers
from residual artifacts at the �2% level, so that all the dif-
ferences between the STIS data and the model can be ascribed
to fringe residuals. Several of the Hayes lines are too strong by
up to a factor of 2; and the centroids of several of his spectral
features lie at the wrong wavelengths. In one case, the

8677.4 8 (8675 8 air wavelength) Hayes point is a peak,
rather than the minimum that should correspond to the
Paschen line just shortward, at 8667.4 8. These apparent
major errors in the Hayes spectrophotometry cause the spu-
rious structure in the ratio of STIS/Hayes in Figure 2. Hayes
(1985) used the 25 8 step size from the one available data set
with a continuous scan but also included other data sets with
resolutions of 10–100 8 in his final weighted average of ab-
solute fluxes. He warns of the low accuracy of his energy
distribution ‘‘near strong lines and in the Balmer and Paschen
confluences.’’ Some additional problems with the Hayes
spectrophotometry at the longer wavelengths of Figure 4 are
probably caused by telluric water vapor lines, while the
Balmer line region may be contaminated by ozone and O4
absorption features in the Earth’s upper atmosphere (Kurucz
1995). Our final flux distribution (see the next section for
details) is shown in Figure 5 and is entirely independent of the
Hayes compilation.

5. COMPARISON OF THE STIS OBSERVATIONS WITH A
VEGA MODEL ATMOSPHERE CALCULATION

The excellent agreement of the STIS spectrum with the
Kurucz (2003) calculations motivates a more detailed inves-
tigation with the goal of establishing typical uncertainties that
might apply to the model atmosphere fluxes in the unobserved
IR region. The Balmer line profiles are correct in the Kurucz
models, because the effective temperature (9550 K) and grav-
ity (log g ¼ 3:95) are determined by fitting theoretical line

Fig. 3.—H� spectral region: Final STIS flux (solid line), Kurucz (2003)
R ¼ 500 model scaled to 3:46 ; 10�9 ergs cm�2 s�1 at 5556 8 (red line),
and Hayes fluxes adjusted by 1.006 and wavelengths converted to vacuum
to match STIS and the model (dotted line with circles).

Fig. 4.—Same as Fig. 3, but for the region of the H i Paschen lines, where
the Hayes (1985) spectrophotometry differs the most from STIS and the
Kurucz model. At these longest wavelengths of the STIS CCD data, the
defringing technique leaves some residuals at the �2% level. The STIS data
and R ¼ 500 model agree within the uncertainty of the defringing.

Fig. 5.—Absolute flux distribution of Vega as measured by STIS below
4200 8 and as determined by the Kurucz (2003) R ¼ 500 model at the longer
wavelengths. Below 3000 8 the spectrum is dominated by metal-line blan-
keting, while above 3000 8, only the Balmer and Paschen lines of hydrogen
are deeper than �2% at the STIS resolution of R ¼�500. Top, Peak of the
flux distribution down to 2 ; 10�9 ergs cm�2 s�1 8�1; bottom, the next factor
of 5 lower fluxes.

BOHLIN & GILLILAND3512 Vol. 127Vega with HST/STIS (Bohlin & Gilliland, 2004)
A. Code and J. B. Oke put Vega and
other stars fl uxes into absolute units (1960)

J. Bev Oke from PASP
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Future Targets 
for 

Hot Star Interferometry

Sirius

Vega

Vega is 60% larger (in Radius) than Sirius.  Mass-Radius relation predicts ~12%. 

R. Hanbury Brown et al. (1967) 
measure angular diameters
of Vega and Sirius with the 
Intensity Interferometer.  

The homology relation

R � M0.715±0.035

says that 
R(Vega)/R(Sirius) should be ~ 1.12

R (Sirius) = 1.711 ± 0.013 R☉ ; Mass (Sirius) = 2.12 ±0.06 M☉ (Kervella et al. 2003)

R (Vega) = 2.73 ± 0.01 R☉ (Ciardi et al. 2001)

Also: Vega is over luminous
for its spectral type and
has weird line profi lesweird line profi lesweird
(Millward & Walter 1985;
Gulliver et al. 1991).
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From Tassoul (1978) “Theory of Rotating Stars” 
originally from Maeder & Peytremann (1970) 

Vega is a Pole-on Rapid Rotator (R. Gray 1985, 1988)

*Pole-on rapid rotators appear more luminous, have same color as slow rotators 
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Resolving Altair 9

Fig. 3.— A false-color rendering of Altair’s visible surface. In-
tensity at 500 nm increases from red to blue. Except for the effects
of limb-darkening, this is also a map of temperature, which varies
from 8740 K at the pole to 6890 K at the equator.

This is a constructive suggestion for the thorny prob-
lem of choosing an appropriate gravity darkening law.
However, we are not fully convinced of the leap of going
from deriving a quantity based on evolutionary changes
to using it to describe the effects of rotational distor-
tion. One might make the case for small amounts of ro-
tation or if it could be shown that rotational distortions
and evolutionary effects were close to being homologous
transformations from one to the other. But rotational
distortions are not homologous to evolutionary changes
and it is not at all clear how well these “interpolations”
work.
The observations reported here bear somewhat on this

problem. We have tried converging our Roche models
using the value β = 0.09 adopted by Reiners & Royer
(2004). The results are shown in column 5 of Table 1.
The V 2 data set was used so the comparison is with
column 4. To achieve the degree of asymmetry found
in the triple phase data with this low exponent value,
the rotation parameter is forced to near critical rotation,
ω ∼ 0.978. In turn the predicted projected rotational
velocity, v sin i ∼ 295km s−1 conflicts with the observed
value, and the predicted color is significantly redder than
observed. Further, the reduced χ2 is significantly worse
for this fit.
We feel it is premature to use these observations to

derive a “best” value of the gravity darkening parameter
until the remaining visibility residuals are better under-
stood. Since it is the phase measurements, which we
trust, which are sensitive to asymmetries in brightness
across the disk and not the visibility amplitudes, it does
appear that the von Zeipel (1924) value for that param-
eter is superior to the value adopted by Reiners & Royer
(2004).
Moreover, as we will describe in §6.2, our results indi-

Fig. 4.— One of the observed V2’s for the AE–AW baseline.
The effect of the strong Hβ feature in the λ 468.3 channel is clearly
evident and well matched by the model.

cate that Altair has hardly evolved from the zero age
main sequence. The Claret (1998, 2004) tables give
values for β in essential agreement with the von Zeipel
(1924) result during this phase of evolution. Thus, Al-
tair does not provide a test of those tables, but does
highlight a difficulty in applying the technique proposed
by Reiners & Royer (2004) for finding total velocities,
namely the difficulty of obtaining a priori reliable esti-
mates for β.

5.4. Hβ

In Figure 4 we show the blue squared visibilities of
the AE-AW baseline for the HA = 0.h83 observation.
The notable feature at 486 nm is Hβ; the agreement with
the calculations shown in this scan, and the others not
shown, is striking. This feature is nearly centered in the
486.3 nm channel. In contrast, Hα, which has a smaller
equivalent width and is split between channels at λ 665.4
and λ 648.7, is much less noticable. The main reason for
the feature being reflected in the amplitudes is the reduc-
tion in the limb-darkening coefficient, the star appears to
be more like a uniform disk at this wavelength, and thus
the visibility is reduced. This close agreement is a nice
confirmation of the details of the model fits.

6. CONCLUSIONS

6.1. Imaging Altair

The primary result of these observations is, we be-
lieve, the first detection of asymmetric surface intensi-
ties on the surface of a star induced by rotation. Al-
though we have imposed a model on the data and fit the
model parameters, the simple conclusion, first reported
by Ohishi et al. (2004), is that the surface of Altair dis-
plays an extremely asymmetric intensity distribution and
that the asymmetry is consistent with that expected from
the known high rotation and with the previously reported
oblateness (van Belle et al. 2001). We have, in effect, im-
aged the surface of an A star.
In Table 2 we summarize various physical parameters

for the adopted model — column 2 of Table 1. Most
quantities should be self-explanatory. Subscript “B”
refers to the model if it were rotating at breakup. The

*Disk of Altair (A7 V) resolved as ellipsoid       
by the Palomar Testbed Interferometer
(van Belle et al. 2001) Axial ratio: 
1.140±0.029

NPOI 3-telescope observations reveal
 ‘hot spot’ near pole (Ohishi et al. 2004)

Forthcoming Altair papers: 
A. Domiciano de Souza et al. (VLTI+NPOI);  
Peterson et al.   2006 (NPOI)

L48 A. Domiciano de Souza et al.: The spinning-top Be star Achernar from VLTI-VINCI

Fig. 1. VLTI ground baselines for Achernar observations and their
corresponding projections onto the sky at different observing times.
Left: Aerial view of VLTI ground baselines for the two pairs of 40 cm
siderostats used for Achernar observations. Color magenta represents
the 66 m (E0-G1; azimuth 147◦, counted from North to East) and
green the 140 m (B3-M0; 58◦). Right: Corresponding baseline pro-
jections onto the sky (Bproj) as seen from the star. Note the very effi-
cient Earth-rotation synthesis resulting in a nearly complete coverage
in azimuth angles.

detection of stellar asymmetries. Moreover, Earth-rotation has
produced an efficient baseline synthesis effect (Fig. 1, right).
A total of more than 20 000 interferograms were recorded on
Achernar, and approximately as many on its calibrators, cor-
responding to more than 20 hours of integration. From these
data, we obtained 60 individual V2 estimates, at an effective
wavelength of λeff = 2.175 ± 0.003 µm.

3. Results
The determination of the shape of Achernar from our set of V2

is not a straightforward task so that some prior assumptions
need to be made in order to construct an initial solution for
our observations. A convenient first approximation is to de-
rive from each V2 an equivalent uniform disc (UD) angu-
lar diameter UD from the relation V2 = |2J1(z)/z|2. Here,
z = π UD (α) Bproj (α) λ−1

eff , J1 is the Bessel function of the
first kind and of first order, and α is the azimuth angle of Bproj
at different observing times due to Earth-rotation. The appli-
cation of this simple procedure reveals the extremely oblate
shape of Achernar from the distribution of UD(α) on an el-
lipse (Fig. 2). Since α, Bproj(α), and λeff are known much bet-
ter than 1%, the measured errors in V2 are associated only to
the uncertainties in UD. We performed a non-linear regres-
sion fit using the equation of an ellipse in polar coordinates.
Although this equation can be linearized in Cartesian coor-
dinates, such a procedure was preferred to preserve the orig-
inal, and supposedly Gaussian, residuals distribution as well
as to correctly determine the parameters and their expected
errors. We find a major axis 2a = 2.53 ± 0.06 milliarcsec
(mas), a minor axis 2b = 1.62 ± 0.01 mas, and a minor-
axis orientation α0 = 39◦ ± 1◦. Note that the correspond-
ing ratio 2a/2b = 1.56 ± 0.05 determines the equivalent star

Fig. 2. Fit of an ellipse over the observed squared visibilities V2 trans-
lated to equivalent uniform disc angular diameters. Each V2 is plotted
together with its symmetrical value in azimuth. Magenta points are
for the 66 m baseline and green points are for the 140 m baseline.
The fitted ellipse results in major axis 2a = 2.53 ± 0.06 milliarcsec,
minor axis 2b = 1.62 ± 0.01 milliarcsec, and minor axis orientation
α0 = 39◦±1◦ (from North to East). The points distribution reveals an
extremely oblate shape with a ratio 2a/2b = 1.56 ± 0.05.

oblateness only in a first-order UD approximation. To interpret
our data in terms of physical parameters of Achernar, a consis-
tent scenario must be tailored from its basic known properties,
so that we can safely establish the conditions where a coherent
model can be built and discussed.

4. Discussion
Achernarʼs pronounced apparent asymmetry obtained in this
first approximation, together with the fact that it is a Be star,
raises the question of whether we observe the stellar photo-
sphere with or without an additional contribution from a CSE.

For example, a flattened envelope in the equatorial plane
would increase the apparent oblateness of the star if it were
to introduce a significant infrared (IR) excess with respect
to the photospheric continuum. Theoretical models (Poeckert
& Marlborough 1978) predict a rather low CSE contribution
in the K band especially for a star tilted at higher inclina-
tions, which should be our case as discussed below. Indeed,
Yudin (2001) reported a near IR excess (difference between
observed and standard color indices in visible and L band
centered at 3.6 µm) to be E(V − L) = 0.m2, with the same
level of uncertainty. Moreover, this author reports a zero in-
trinsic polarization (p∗). These values are significantly smaller
than mean values for Be stars earlier than B3 (E(V − L) >
0.m5 and p∗ > 0.6%), meaning that the Achernarʼs CSE is
weaker than in other known Be stars. Further, an intermediate

*Disk of Achernar (B3 Vpe) resolved as ellipsoid by VLTI
(A. Domiciano de Souza et al.  2003).  Axial ratio: 1.56±0.05

Altair
from PTI

� for both the entire set of measurements (solid line) and the
long-baseline measurements only (Bproj > 270 m; dotted line).
Both sets yield a consistent minimum, and the long-baseline
data are particularly sensitive to the position angle orientation.

The visibility constraints on the inclination and gravity dark-
ening exponent are less pronounced but still of great interest.
We show in Figure 12 the reduced �2 as a function of the gravity
darkening exponent � for a series of i ¼ 90� model fits. The best
fit occurs at � ¼ 0:25 for the full set of observations, and this is

also the value derived from gravity darkening studies of B stars
in eclipsing binary stars (Claret 2003). The formal 1 � error limit
yields an acceptable range from � ¼ 0:12 to 0.34, but � ¼ 0 (no
gravity darkening) can only be included if we extend the range
to the 99% confidence level. However, recall from Figure 8
that most of the sensitivity to gravity darkening is only found at
longer baselines and especially at those along the polar axis.
Thus, we also show in Figure 12 the value of reduced �2 for the
i ¼ 90� solutions in two subsets: measurements with baselines
greater than 270 m (31 points) and those with a position angle

Fig. 10.—Normalized visibility residuals as a function of baseline. Each
panel shows the residuals for the model star with i ¼ 90�, � ¼ 0:25, and a
position angle � as indicated (and illustrated at right). The residuals are clearly
minimized at the best-fit value of � ¼ 85N5 (third panel from top). Plus signs in-
dicate measurements in the (u, v)-plane within 30� of the rotation axis (6 points),
diamonds indicate those within 30� of the equator (40 points), and asterisks
indicate the others at intermediate angles (23 points).

Fig. 11.—Plot of �2
� of the visibility fits as a function of position angle �

(for i ¼ 90� and � ¼ 0:25). The solid line shows the reduced �2 for the whole
sample, while the dotted line shows the same for the long-baseline data only.

Fig. 9.—K-band image of the star in the sky (left) and its associated Fourier transform visibility pattern in the (u, v)-plane (right). In both cases north is at the top and
east is to the left. The dotted black line indicates the direction of the rotational axis for this i ¼ 90�, � ¼ 0:25, and� ¼ 85N5 model. The upper part of the visibility figure
(right) shows a gray-scale representation of the visibility and the positions of the CHARA measurements (black squares). The lower part shows the normalized residuals
from the fit as a gray-scale intensity square against a gray background in a point symmetric representation of the (u, v)-plane. The legend at lower left shows the
intensities corresponding to normalized residuals from �5 (black) to +5 (white). Note that the best-fit points appear gray and merge with the background.

McALISTER ET AL.448 Vol. 628

Achernar 
from VLTI 

*Disk of Regulus (B7 V) resolved as ellipsoid by CHARA
(McAlister et al.  2005).  Axial ratio: 1.32±0.02

Resolved Rapid Rotators from Interferometry

Regulus
fromfrom
CHARA

– 24 –

Fig. 7.— Best fit 3D model of Alderamin projected onto the sky. The polar regions have a

temperature of ∼ 8440+430
−700 K, with equatorial regions being approximately 7600 K.

α Cep
from
CHARA

*Disk of Alderamin (A7 IV-V) resolved as an
ellipsoid by CHARA (van Belle et al.  2006).  
Axial ratio: 1.298±0.051
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Triple Amplitude Closure Phase

Teff map (BMAD)

Temperature (K)

6508 7172 7836 8499

−1.0 −0.5 0.0 0.5 1.0

−1.0

−0.5

0.0

0.5

1.0

T max =  8499.9 K

T min =  6508.8 K

Inclination = 55.0°

Rpole/Req = 0.81

Fig. 3. Triple amplitudes |V1| |V2| |V3|, closure phases φ1 + φ2 + φ3, and corresponding errors versus the wavelength for the seven NPOI scans
(Sect. 2). Solid curves correspond to theoretical values obtained from our best model from the χ2 analysis of all interferometric data (BMAD;
see also Fig. 1). The closure phase is very sensitive to the stellar intensity distribution. Therefore, a comparison between a strong (β = 0.25;
solid curves) and a weak (β = 0.08; dashed curves) gravity-darkened model shows that a highly non-uniform surface brightness distribution is
mandatory to reproduce the observed closure phases. Note that the closure phases have small error bars (<∼0.03 rad). Plots for scans 2 to 7 were
progressively shifted for better visualization. The picture in the right is the effective temperature map for the BMAD (Table 3).

This calibration problem is clearly present in Figs. 2 and 3 as
a scatter of the observed V2 and triple amplitudes relative to
the model. The observations for a given scan are shifted in the
same direction for all wavelengths. On the other hand, the clo-
sure phase is a more stable interferometric observable, being
unaffected by this calibration problem as shown by the excel-
lent agreement between observation and model in Fig. 3.

We have thus performed another χ2 analysis including only
the (7 scans)*(18 wavelengths) closure phases from NPOI,
together with the 47 near-IR V2 from PTI and VINCI. The
χ2/d.o.f. behavior is similar to that seen in Fig. 1, but the
minimum reduced χ2 is now >∼2 times smaller than before,
namely, χ2

min/d.o.f. = 3.2. In agreement with the analysis of
all data presented in the last section, we obtained β = 0.25 and
i = 55◦ ± 14◦. Further physical parameters for this best model
determined from the near-IR V2 and closure phases (BMIRCP)
are given in Table 3.

Even though this analysis showed that χ2
min/d.o.f.(=3.2)

diminishes when the NPOI V2 and triple amplitudes are re-
moved, the value obtained indicates that some non negligible
discrepancies between model and observations still exist. Such

discrepancies come from the fact that the near-IR V2 for the
BMAD and the BMIRCP systematically underestimate the ob-
servations from PTI and VINCI, as we can see in Fig. 4.

Because these near-IR V2 include data from two distinct in-
terferometers using different calibrators, one can hardly invoke
some kind of calibration problem, such as those found on the
NPOI data. These low theoretical near-IR V2 seem to be due to
the rather large equatorial angular diameter deduced from the
χ2 minimization, namely, �eq = 3.83±0.06 mas for the BMAD
and �eq = 3.88±0.08 mas for the BMIRCP (Table 3). To inves-
tigate this point we performed two additional χ2 analyses: one
for the (7 scans)*(18 wavelengths) closure phases alone (NPOI
data) and another for the 47 near-IR V2 alone (VLTI-VINCI
and PTI data). These results are also summarized in Table 3.

Our analysis result in χ2
min/d.o.f. = 1.4 for the best model

for the closure phases alone (BMCP). The χ2/d.o.f. behavior is
once more similar to that seen in Fig. 1, resulting in β = 0.25
and i = 50◦ ± 12◦. The derived equatorial diameter (�eq =

3.88±0.03 mas) is compatible with those from the two previous
analyses (BMAD and BMIRCP).

AltairAltair
from NPOI from NPOI 
+ VLTI+ VLTI

given. The observables, which are calculated with the models,
are shown in Figure 6.
Although the decrease of �2 is small, we try to consider

the physical parameters of this star with the optimized set of
parameters (2a ¼ 3:77 mas, 2b ¼ 3:29 mas, rp=b ¼ 0:36, �p ¼
9�). Assuming a rotationally symmetric elliptical stellar body,
we can calculate the inclination, i ¼ 35

�
, using the equation

sin i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

a2
1�

r2p

b2

 !vuut : ð13Þ

In this case, the critical velocity of vc ¼ 430 km s�1 (Gray
1976), multiplied by sin i ¼ 0:58, becomes 250 km s�1.

The values v sin i ¼ 190 km s�1 (Carpenter et al. 1984) and
250 km s�1 (Stoeckley 1968), determined from spectroscopy,
are close to but do not exceed the vc sin i. The apparent
brightness distribution with these parameters is shown in
Figure 7.

5. CONCLUSION

We observed Altair with high resolution, including the
measurement of the triple product using three long baselines of
the NPOI for four nights. Measured observables indicate the
asymmetric surface brightness distribution of this star; the
asymmetry is deduced directly from the definition of the visi-
bility and is not model-dependent. Although the measurement
of the structure of the surface brightness distribution has been
reported for evolved stars (Tuthill et al. 1997), this is the first
time that the asymmetric surface brightness distribution for a
main-sequence star has been found from direct measurements
using interferometry. The measured observables are well
reproduced with a model having a bright spot of relative in-
tensity 4.7% on the limb-darkened disk with an angular di-
ameter of 3.38 mas. The rapid rotation of the star indicates that
the bright spot is a bright pole of the gravity-darkened star.
Although we could not determine the position of the pole,
owing to insufficient data, we expect that additional observa-
tions with sets of long baselines covering a wider range of
position angles will solve this problem. More sophisticated
gravity- and limb-darkening modeling of a rapidly rotating star
(Domiciano de Souza et al. 2002) will also help in the deter-
mination of physical parameters when we have sufficient
multibaseline data. We expect that these kinds of observations
will be realized with current and future interferometers and that
the study of rapidly rotating stars will progress with further
observations by interferometers.

N. Ohishi acknowledges C. A. Hummel for supporting the
use of data reduction system, OYSTER. The Navy Prototype
Optical Interferometer is a joint project of the Naval Research
Laboratory and the US Naval Observatory, in cooperation
with Lowell Observatory, and is funded by the Office of Naval
Research and the Oceanographer of the Navy.
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Requ = 107.48
θequ

πhip
(1)

in solar units with both θequ and πhip in milliarcseconds.

It follows from a Roche model (?, equation 26) that the corresponding polar radius is

Rpole =
ω Requ

3 cos

�
π + cos−1(ω)

3

� (2)

and the stellar mass is

M =
gpole R2

pole

G
(3)

where G is the universal gravitational constant.

The luminosity is then,

L =
σΣ(T pole

eff )4

gpole
(4)

where σ is the Stefan-Boltzman constant and Σ is the surface-weighted gravity Σ (?, equa-

tions 31 and 32), expressed as a power series expansion in ω,

Σ ≈ 4πGM

�
1.0− 0.19696ω2 − 0.094292ω4 + 0.33812ω6

− 1.30660ω8 + 1.8286ω10 − 0.92714ω12

�
(5)

The ratio of the luminosity to Σ provides the proportional factor between the effective

temperature and and gravity for Von Zeipel’s radiative law for all colatitudes ϑ:

Teff(ϑ) =

�
L

σΣ
g(ϑ)

�β

(6)

where the gravity darkening parameter, β, takes the value 0.25 in the purely radiative case

(no convection).
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The effective gravity as a function of ϑ is given by

g(ϑ) =

�
gr(ϑ)

2 + gϑ(ϑ)
2

�1/2

(7)

gr(ϑ) =
−GM

R(ϑ)2
+ R(ϑ)(Ω sin ϑ)2 (8)

gϑ(ϑ) = R(ϑ)Ω2 sinϑ cosϑ (9)

where gr and gϑ are the radial and ϑ components of the gravity field.

The co-latitudinal dependence of the radius is given by

R(ϑ) = 3
Rpole

ω sin ϑ
cos

�
π + cos−1(ω sinϑ)

3

�
(10)

and angular rotation rate is relatived to the critical angular rotation rate 1

Ω = ωΩcrit = ω

�
8

27

GM

R3
pole

�1/2

(11)

At the critical rate, ω = 1 and Requ = 1.5Rpole.

The inclination is then

i = sin−1

�
v sin i

Vequ

�
(12)

where

Vequ = Requ Ω. (13)

At each point the cosine of the angle between the observer’s line-of-sight and the local

surface normal is

µ(x, y) = µ(ϑ, ϕ, i) =
1

g(ϑ)

�
− gr(ϑ)[sin ϑ sin i cosϕ + cosϑ cos i]

− gϑ(ϑ)[sin i cosϕ cosϑ − sin ϑ cos i]

�
(14)

1There is a typographical error in equation (5) of ? which is not in the paper’s erratum (?): ωc = GM
Re

should be ωc = GM
R3

e
, where ωc the critical angular rate, and Re is the equatoral radius at the critical rate.
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where G is the universal gravitational constant.

The luminosity is then,
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where σ is the Stefan-Boltzman constant and Σ is the surface-weighted gravity Σ (?, equa-

tions 31 and 32), expressed as a power series expansion in ω,

Σ ≈ 4πGM

�
1.0− 0.19696ω2 − 0.094292ω4 + 0.33812ω6

− 1.30660ω8 + 1.8286ω10 − 0.92714ω12

�
(5)

The ratio of the luminosity to Σ provides the proportional factor between the effective

temperature and and gravity for Von Zeipel’s radiative law for all colatitudes ϑ:

Teff(ϑ) =

�
L

σΣ
g(ϑ)

�β

(6)

where the gravity darkening parameter, β, takes the value 0.25 in the purely radiative case

(no convection).
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Accurate Synthetic Visibilities with High Dynamic Range

– 4 –
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is the mean wavenumber. This simulates the data collection and fringe processing algorthim
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The intensity at each point (x, y) is interpolated from a grid of 207 spherical, hydrostatic

PHOENIX (version 13.11.00B) stellar atmosphere models (?) spanning 6750 K to 12250 K and

3.35 to 4.15 in Teff and log(g), respectively:

Tj = 6750 + 250 · j K j = {0, 1, . . . , 22}
log(gl) = 3.35 + 0.1 · l l = {0, 1, . . . , 8}.

Four radiation fields, I(λ, µ) evaluated at 64 angles by PHOENIX, are selected from the model

grid to bracket the local effective temperature and gravity values on the grid square

Tj < Teff(ϑ) < Tj+1

gl < g(ϑ) < gl+1.

The intensity vectors Iλ(µ) linearly interpolated (in the log) at µ(x, y) around the grid

square:

I00
λ = Iλ(Tj , gl, µ(x, y))

I10
λ = Iλ(Tj+1, gl, µ(x, y))

I11
λ = Iλ(Tj+1, gl+1, µ(x, y))

I01
λ = Iλ(Tj , gl+1, µ(x, y)).

Next, the intensity is bilinearly interpolated at the local Teff and log(g) for each (x, y)

position in the map:

Iλ(x, y) = Iλ[Teff(x, y), g(x, y), µ(x, y)]

= (1− a)(1− b) I00
λ + a(1− b) I10

λ + ab I11
λ + (1− a)b I01

λ (15)

where

a = (Teff(x, y)− Tj)/(Tj+1 − Tj)

b = (g(x, y)− gl)(gl+1 − gl)

The Fourier transform,

V 2
λ (u, v) =

�� ∞

−∞

� ∞

−∞
SλIλ(x, y)ei2π(u x+v y) dx dy

�2

(16)

is approximated by the integration rule of Gaussian quadrature (e.g., ??)

2-D Fourier Transform

Numerical  “Cubature”
N=512

CPU time for 26 (u,v) points is ~6x faster than a 4096x4096  FFT
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The 2-D Modeling Problem
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Intensity Map:  Vega (pole-on) Intensity Map:  Vega (equator-on)
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Rotating Model Fit to the CHARA/FLUOR Visibility Data 

model
data = error bars    

Model Input Parameters
Teff (pole)                                                  = 10250 K   B9
Teff (equator)                                  =  7700 K    A9
Log(g) (pole)                                  = 4.10
ω (angular break-up fraction) = 0.93
θequator                                            = 3.34 mas

modelmodelmodelmodel
data = error bars    
model
data = error bars    

θequator                                            = 3.34 mas
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Searching the 5-D Hypercube!   Preliminary Fit Results for Vega 
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Spectral Energy Distribution Comparison 
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registration and photosphere subtraction on a frame-by-frame
basis. We then mosaicked the resulting images to produce the
final 24 �m image of Vega’s disk, shown in Figure 2. The mosaic
does not show any saturation artifact at the center because of the
subpixel dithers used in the observation: a pixel that was saturated
in one image is partially overlapped by unsaturated neighboring
pixels in an image from a different dither position. There were
enough dither positions to provide partial coverage even at Vega’s
position in the final mosaic. Because of this infilling of the sat-
urated area, the effective exposure time in the central 600 is about
half of that elsewhere. Photospheric removal at 70 �m was
more straightforward. We registered the scaled reference PSF
mosaic (HD 48915) to the Vega mosaic by centroiding, and sub-
tracted. The results are shown in Figures 3a (coarse scale) and 3b
(fine scale).
TheMIPS 160 �m array suffers from a spectral leak caused by

an internal reflection in the optical train allowing leakage from
very blue and bright Rayleigh-Jeans sources to contaminate the
signals at 160 �m. However, the spectral leak image is offset to
one side of the true 160 �m image, and the brightness of the leak
is proportional to the photospheric flux. Comparison of 160 �m
images of stellar (blue) sources with images of asteroids shows
that the near-infrared leak contributes very little to the 160 �m
images on the opposite side of the source location. The predicted

flux for Vega’s photosphere is 162 mJy, which is much fainter
than the expected disk brightness at 160 �m.We took advantage
of this situation by using only the half of the 160 �m image
where the leak contribution is negligible. We also subtracted a
scaled (red) 160 �m reference PSF (asteroid Harmonia) from the
Vegamosaic, using the pointing information (accurate to<100) to
register. The result is shown in Figure 4.

3. DISK MORPHOLOGIES AT 24, 70, AND 160 �m

Wedefine our observed sensitivity based on the 1� background
noise per pixel using the blank-sky area in the image. The 1 �
background noise in the PSF-subtracted image is 11 �Jy arcsec�2

at 24 �m. The disk at 24 �m is symmetric and centered at the star
position; no obvious asymmetry is seen in the image. At the 1 �
level, the 24 �m disk extends to �4300 (330 AU) in radius. The
total flux density (within the 1 � contour) is �1.5 Jy (�10%).8
This flux density value is in agreement with the IRAS 25 �m

measurement. The quoted IRAS 25 �m flux density for Vega is
�10.5 Jy (combining IRAS Point Source Catalog and Faint
Source Catalog). Based on Kurucz models, Vega’s photosphere
is�6.63 Jy at 25 �m. The relation between the IRAS quoted flux

Fig. 2.—Vega disk at 24 �m displayed with logarithmic scaling. North is up, and east is to the left. Due to the saturation of the central star at 24 �m, all of the
negative values after PSF subtraction have been excluded in the final mosaic, resulting in a smooth image at the core region (r � 600). The coverage (effective
exposure time) near the center is approximately half of that outside the saturation region. The instrument beam size (FWHM) of 600 at 24 �m is shown as a white
circle in the bottom right-hand corner.

8 Flux density error of 10% includes errors in absolute flux calibration, and
in color correction (less than 5% for a blackbody temperature of 95 K).

VEGA DEBRIS DISK: SURPRISE FROM SPITZER 489No. 1, 2005

Su et al.  (2005)   
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Vega’s disk sees a ~7700 K SED
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Procyon
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Procyon:  The Visual Binary (P = 40.82 yr)2432 GIRARD ET AL. Vol. 119

FIG. 3.ÈWFPC2 PC image of Procyon A-B taken 1995.18 with the HST . This 160 s exposure was with the F218W Ðlter. The inner 256] 256 portion of
the PC frame is shown. The position of the primary was determined from a 0.11 s exposure taken moments earlier.

of the frame, well separated from the occulted primary. We
have calculated the A-B separation based on this frame, as
well as another similar exposure from the same night. The
position of the primary was determined by modeling the
di†raction spikes beyond the apodized portion of the mask.
The secondaryÏs position was determined by Ðtting an ellip-
tical paraboloid to its image, Ðtting only those pixels above
an appropriate threshold. The mean separation from the
two frames, at epoch 1995.09, was found to be 90.4^ 0.9
pixels. This includes a correction of ]0.3 pixels to o†set the
bias from the sloping background at the position of the
secondary image, caused by the wings of the primary image.
The 0.9 pixel uncertainty is dominated by the Ðt to the
overexposed di†raction spikes of the primary. It was esti-
mated from the scatter in the Ðtted positions as derived
using various Ðtting techniques and is consistent with the
di†erence in separation values, 0.6 pixels, derived from the
two separate frames.

The pixel scale of the CoCo-NSFCAM combination is
not well known, and thus we have deduced a nominal scale
based on four short exposures of c Vir (STF 1670) observed
in 1995 March with the same instrument. Unfortunately,
the orbit of this bright binary is also not(VA \ VB \ 3.4)
well known, having been last updated (coincidentally) by
Strand (1937) in 1937. Thus, we have undertaken a

redetermination of its visual orbit based on all available
measures contained in the Washington Double Star (WDS)
Catalog (Worley & Douglass 1996),11 supplemented by an
additional speckle interferometric measure made in 1996
February as part of the Yale/San Juan Double Star Project
(Horch et al. 1996). This Ðnal observation strengthens the
relevant ephemerides separation and position angle (P.A.)
of c Vir at 1995.249, making it a true interpolation. Our new
orbit solution for c Vir leads to a CoCo-scale estimate of

pixel~1. Details of this calculation, includ-0A.0566^ 0A.0006
ing the new visual orbit solution of c Vir, are described in
the Appendix. With the above value for the instrument
scale, the CoCo separation of Procyon A-B becomes 5A.12

(1995.09 ;^ 0A.07 P.A.\ 41¡.0^ 1¡.0).

4.2. HST W FPC2 Observations
In 1995 March, a series of observations were made of

Procyon using the WFPC2 Planetary Camera (PC) of the
HST with the intention of accurately measuring the A-B
separation. One such PC frame, a 160 s exposure taken with
the F218W Ðlter, is shown in Figure 3. In it, the secondary is
readily measurable and well separated from the heavily

ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ
11 Electronic version available at http ://aries.usno.navy.mil/ad/wds.

Girard et al (2000) ApJ 119, 2428

HST/WFPC2 PC image (160 s)  
F218W fi lter

2430 GIRARD ET AL. Vol. 119

event, the two solutions yielded orbital elements that agreed
to within their estimated errors. A large number of high-
residual outliers were discarded from the all-plateÈseries
solution, leaving 599 exposures for the orbit determination.
Figure 1 shows the Ðnal astrometric orbit Ðt to the plate
measures with parallax and proper motion subtracted.

Table 2 lists the derived elements of the astrometric orbit,
along with those obtained by Strand (1951) and by Irwin et

FIG. 1.ÈAstrometric-orbit determination for Procyon A. The points
indicate PDS measures of individual exposures and the curve shows the
least-squares solution for the orbit. The plate measures have been trans-
formed to a common reference system. Only those measures which contrib-
uted to the orbit solution are included. The x- and y-coordinates are
nominally aligned with right ascension and declination.

al. (1992). The Irwin et al. values are those of their combined
astrometric and radial velocity solution, extracted from
their Table 6. The errors listed in the Ðrst column are
formal errors from the least-squares Ðt but are to be viewed
with caution because of the large amount of data trimming
performed. For several of the elements, our values di†er
signiÐcantly from those of Irwin et al. (1992), notably in
semimajor axis, eccentricity, and period, in which there is
actually better agreement with Strand (1951).

As described above, the Ðnal orbital elements were then
applied to the individual plate measures, and the parallax
was determined Ðrst with all of the plate series and Ðnally
with just the USNO plates. These relative parallaxes are
transformed to absolute by applying a correction based on
the mean magnitude of the reference stars (see van Altena,
Lee, & Hoffleit 1995 for details). The resulting absolute
parallax estimates are presented in Table 3, along with that
of the USNO result (Harrington et al. 1993) for their own
plates and the value obtained by the Hipparcos mission
(ESA 1997). Our value is consistent with that of USNO
(within the combined uncertainties), with a formal improve-
ment in accuracy to 1.5 milliarcseconds. This can be attrib-
uted to the use of the PDS to measure these excellent plates.

The Hipparcos parallax di†ers from our value by approx-
imately 1.6 times the combined uncertainties and, in fact, is
in closer agreement with the USNO value. In both the
USNO and Hipparcos investigations, the observation base-
line was short enough that an orbit was assumed, instead of
being solved for. In the case of theHipparcos reductions, the
orbital elements assumed were those of Irwin et al. (1992).
What would be the e†ect on the parallax derived from the
Hipparcos data had one assumed the revised orbital ele-
ments presented here? To answer this question, we
rederived theHipparcos astrometric solution from the inter-
mediate astrometric data that accompany the Hipparcos
catalog CD version and that are also available on the Hip-
parcos Web site.10 The revised parallax solution was per-
formed using the procedures and software described by
Pourbaix & Jorissen (2000). The e†ect of adopting the new
orbital parameters was minimal, decreasing the derived
parallax by a mere 0.1 mas. As one might expect, the e†ect

ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ
10 At http ://astro.estec.esa.nl/Hipparcos.

TABLE 2

ASTROMETRIC ORBIT ELEMENTS OF PROCYON

Element Strand (1951) Irwin et al. (1992) Present Study

Semimajor axis, aA (arcsec) . . . . . . . . . . . . 1.217 1.179 1.232
^0.002 ^0.011 ^0.008

Eccentricity, e . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.40 0.365 0.407
. . . ^0.008 ^0.005

Inclination, i (deg) . . . . . . . . . . . . . . . . . . . . . . 35.7 31.9 31.1
^0.2 ^0.9 ^0.6

Angle of node, ) (deg) . . . . . . . . . . . . . . . . . 104.3 104.8 97.3
^0.3 ^1.5 ^0.3

Longitude of periastron, u (deg) . . . . . . 89.8 88.8 92.2
^0.3 ^2.0 ^0.3

Period, P (yr) . . . . . . . . . . . . . . . . . . . . . . . . . . . 40.65 40.38 40.82
. . . ^0.15 ^0.06

Periastron passage, T (yr) . . . . . . . . . . . . . 1927.6 1967.86 1967.97
(1968.3) ^0.16 ^0.05

MassA  = 1.497 ± 0.037 M⊙
MassB  =  0.602 ± 0.015 M⊙

Procyon A (F5 IV): Fundamental Parameters
Angular diameter = 5.45 ± 0.05 mas  (Kervella et al. 2003)
Parallax = 285.93± 0.88 mas (Hipparcos: Perryman et al.)
Radius = 2.05± 0.02 R⊙
Log(g) = 3.95± 0.02 cgs
Bolometric fl ux = 17.8 ± 0.9 x 10-9 W m-2

Effective Temperature = 6516 ±87 K

Girard et al (2000) ApJ 119, 2428

BA

@ 3.5 pc, the 13th closest 
star system to the Sun
http://www.chara.gsu.edu/~thenry/
RECONS/TOP100.htm
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1906 - K. Schwarzschild
Derived a center-to-limb
profi le for the Sun with
a radiative equilibrium
temperature structure.
He showed this to be
consistent with
observations, ruling out
an adiabatic equilibrium
temperature structure.  

Assumptions:  mass absorption coeffi cent 
is both wavelength and depth independent.  
Angular-dependent intensity is replaced by 
its mean.

���������������������
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Early Model Limb Darkening Models

Adapted from K. Schwarzschild (1906) “Über das Gleichgewicht der Sonnenatmosphäre”  
Nachrichten von der Königlichen Gesellschaft der Wissenschaften zu Göttingen.  Math.-phys. Kalsse, 295, 41
Translation in D. H. Menzel, Ed., Selected Papers on the Transfer of Radiation (1966) NY: Dover

Schwarzschild (1906) Models vs. Contemporary Data
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Solar Limb Darkening and the Overshooting Approximation

854 F. Castelli et al.: Notes on the convection in the ATLAS9 model atmospheres

Fig. 11. Upper plot: the ratio Fconv/Ftot as a function of log τRoss in the
Sun for: (a) the SUNK94 model (full line), (b) the standard ML theory
without any modification (crosses), (c) the SUNNOVERC125 model
(no “overshooting”)(dashed line). Lower plot: the T-log τRoss relation
for the (a) and (c) cases

and decreasing electron pressure which cause a growth of the
hydrogen ionization zone.

Table 3 shows which models are affected by convection
for gravities ranging from log g=5.0 to log g=1.0. Furthermore,
for the metallicities [M/H]=0 and [M/H]=−3, it lists the mo-
dels which show the largest difference, at τross=1, between the
Fconv/Ftot computed with the “overshooting” option switched
on and off respectively. The maximum effective temperature of
models affected by the different convection options decreases
with decreasing log g.

Table 3. The parameters of models affected by convection (columns 1
and 2) and the parameters of models which show the largest difference
at log τRoss=0 between Fconv/Ftot computed for the “overshooting” op-
tion switched on and off respectively. Columns 1 and 3 are for [M/H]=0
and columns 1,4 are for [M/H]=−3

Convective Max[ F(conv)
FtotOVER

- F(conv)
FtotNOVER

]
Models at τRoss=1

[M/H]=0 [M/H]=−3.0

log g Teff (K) Teff (K) Teff (K)

5.0 8500-3500 8000-7500 8500-7000
4.0 8000-3500 7500-7000 8000-6000
3.0 7500-3500 7000-6500 7000-5500
2.0 7000-3500 6500-6000 6500-4500
1.0 6500-3500 6000-5500 6000-4000

7. Teff from colour indices (V − K), (B− V ), and (b− y)

In the previous section we showed that some models have a dif-
ferent structure depending whether the “overshooting” option is
switched on or off. In this section we investigate the effect of the
different model structure on the V −K , B−V , and b− y colour
indices, which are often adopted for fixing effective tempera-
tures for cool stars; furthermore, we will try to state whether
the color indices from the “overshooting” models (COLK95) or
those from the “no-overshooting” models (COLNOVER) give
Teff closer to the values derived from the infrared flux method
(IRFM), which is almost model independent.

7.1. The dependence of the synthetic colour indices on the
convection

We computed grids of synthetic colours UBV, uvby, and RIJKL
from models having the “overshooting” option switched off, mi-
croturbulent velocity ξ=2 km s−1, and metallicities [M/H]=0.0
and [M/H]=−3.0. For each gravity, we derived Teff by inter-
polating in the COLNOVER grids for the (V − K), (B − V ),
and (b − y) color indices of the COLK95 grids. In this way,
we may estimate the effect of the convection on the effective
temperatures derived from the color indices. The temperature
differences ∆Teff=Teff over-Teff nover as function of Teff for the
(V − K), (B − V ), and (b − y) indices are shown for different
gravities and solar metallicity in the upper panels of Fig. 13-15.

The largest ∆Teff differences are about 60 K, 100 K, and
170 K for the (V−K), (B−V ), and (b−y) indices respectively.
They occur for Teff and log g between 7500-8000 K and 4.0-
4.5 for (V − K), 6750-7250 K and 3.0-4.0 for (B − V ), 6500-
7000 K and 3.0-4.0 for b − y. Temperatures from the color
indices computed from the “no overshooting” models are lower
than those from color indices computed from the “overshooting
models”. For all the three indices the value of ∆Teff weakly
depends on gravity for Teff<6500 K. For Teff> 6500 K the
effect of the convection increases with increasing gravity.

Castelli, Gratton & Kurucz (1997) A&A 318, 841
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Fig. 4a and b. Comparison between ob-
served (points) and computed (full line) so-
lar limb-darkening curves Iλ(cosθ)/Iλ(0).
Observations are from Pierce & Slaughter
(1977) and Pierce, Slaughter & Weinberger
(1977). Computed limb-darkening curves
are from models which differ only for the
“overshooting” option. a it is “on” (SUNK94
model) b it is “off” (SUNNOVERC125
model). The different curves correspond to
different values of cosθ

Table 2. Observed and computed color indices for the Sun

Color Observed Computed Computed
indices SUNK94 SUNNOVERC125

(U − B) 0.1951 0.17 0.18
0.17±0.012

(B− V ) 0.6501 0.67 0.66
0.68±0.0052

0.656±0.0053

(b− y) 0.406±0.0044 0.41 0.397
0.414±0.0033

1 Neckel (1994)
2 Schmidt-Kaler (1982)
3 Gray (1992)
4 Edvardsson et al. (1993)

when SUNNOVERC125 or SUNNOVERC20 models are used
to compute the solar intensities Iλ(cosθ) (Fig. 4b).

A fact to be considered when observed limb-darkening
curves are compared with the computations is that the line opac-
ity is negligible only for few wavelengths, as we can infer from
the analysis of high-resolution spectra (Kurucz et al, 1984).

This implies that the continuum windows selected by Pierce
& Slaughter (1977) and Pierce et al. (1977) may not always
correspond to the real continuum at several wavelengths.

4.3. Color indices

Table 2 compares (U −B), (B−V ), and (b− y) observed color
indices with those derived from the SUNK94 and the SUN-
NOVERC125 models. Owing to the uncertainty in the solar
colors and to the small differences between the SUNK94 and
the SUNNOVERC125 colors we cannot state which model has
to be preferred.

4.4. The Balmer profiles

Comparison of Balmer profiles from BALMER9 with those
from SYNTHE has shown that the metallic lines do not affect
the shape of the wings of the Hα and Hβ profiles. The violet wing
of Hγ predicted by the synthetic spectrum is a little bit broader
than that predicted by BALMER9, owing to the presence of a
strong Fe I line at 432.576 nm.

Observed high-resolution spectra were taken from the Solar
Flux Atlas of Kurucz et al. (1984). We lowered the continuum
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Recent 3-D radiative transfer models
have reduced the solar oxygen 
abundance by nearly a factor of 2!
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Abstract. The solar photospheric oxygen abundance has been determined from [O ], O , OH vibration-rotation and OH pure
rotation lines by means of a realistic time-dependent, 3D, hydrodynamical model of the solar atmosphere. In the case of the
O  lines, 3D non-LTE calculations have been performed, revealing significant departures from LTE as a result of photon losses
in the lines. We derive a solar oxygen abundance of log �O = 8.66 ± 0.05. All oxygen diagnostics yield highly consistent
abundances, in sharp contrast with the results of classical 1D model atmospheres. This low value is in good agreement with
measurements of the local interstellar medium and nearby B stars. This low abundance is also supported by the excellent
correspondence between lines of very different line formation sensitivities, and between the observed and predicted line shapes
and center-to-limb variations. Together with the corresponding down-ward revisions of the solar carbon, nitrogen and neon
abundances, the resulting significant decrease in solar metal mass fraction to Z = 0.0126 can, however, potentially spoil the
impressive agreement between predicted and observed sound speed in the solar interior determined from helioseismology.
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1. Introduction

Oxygen is the most abundant element in the Universe with a
non-Big Bang nucleosynthesis origin. As a consequence, oxy-
gen plays a central role in many different fields of astrophysics
ranging from supernova physics and galaxy evolution to dat-
ing stars and production of the light elements through cosmic
ray spallation. Yet it appears that in many crucial objects for
which accurate knowledge of the oxygen abundances is neces-
sary the oxygen content is hotly debated. Recent disputes re-
volve around the overabundance of oxygen in metal-poor halo
stars (see Asplund & Garcı́a Pérez 2001; Nissen et al. 2002,
and references therein), the Galactic radial abundance gradient
(Rolleston et al. 2000; Cunha & Daflon 2003), and, astonish-
ingly, the solar oxygen abundance. Partly these disagreements
stem from differences in the adopted input data (e.g. g f -values,
effective temperaturesTeff, surface gravities log g) but more im-
portantly they reflect the choice of spectral lines to derive the

Send offprint requests to: M. Asplund,
e-mail: martin@mso.anu.edu.au

abundances using classical 1D stellar model atmospheres. In
particular in the solar case, the freedom of parameters to ob-
tain consistency is very restricted yet the discrepancy is present
in full.

Until recently the commonly adopted solar oxygen abun-
dance was log �O = 8.93 ± 0.041 (Anders & Grevesse 1989).
This historically high abundance was suggested by analyses
of the forbidden [O ] 630.0 nm line (Lambert 1978) as well
as OH vibration-rotation and pure rotation lines in the in-
frared (Grevesse et al. 1984; Sauval et al. 1984) using the
1D hydrostatic Holweger-Müller (1974) semi-empirical model
of the solar atmosphere and LTE line formation. On the other
hand, a much lower abundance is indicated by the permit-
ted high-excitation O  lines, most noteworthy the IR triplet
at 777 nm, when employing the same model atmosphere with
non-LTE line formation. This discrepancy of about 0.2 dex be-
tween different abundance indicators have often been blamed
on over-estimated departures from local thermodynamic

1 On the customary abundance scale defined as �(X) = 1012 ×
N(X)/N(H).
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Oxygen is the most abundant element in the Universe with a
non-Big Bang nucleosynthesis origin. As a consequence, oxy-
gen plays a central role in many different fields of astrophysics
ranging from supernova physics and galaxy evolution to dat-
ing stars and production of the light elements through cosmic
ray spallation. Yet it appears that in many crucial objects for
which accurate knowledge of the oxygen abundances is neces-
sary the oxygen content is hotly debated. Recent disputes re-
volve around the overabundance of oxygen in metal-poor halo
stars (see Asplund & Garcı́a Pérez 2001; Nissen et al. 2002,
and references therein), the Galactic radial abundance gradient
(Rolleston et al. 2000; Cunha & Daflon 2003), and, astonish-
ingly, the solar oxygen abundance. Partly these disagreements
stem from differences in the adopted input data (e.g. g f -values,
effective temperaturesTeff, surface gravities log g) but more im-
portantly they reflect the choice of spectral lines to derive the
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abundances using classical 1D stellar model atmospheres. In
particular in the solar case, the freedom of parameters to ob-
tain consistency is very restricted yet the discrepancy is present
in full.

Until recently the commonly adopted solar oxygen abun-
dance was log �O = 8.93 ± 0.041 (Anders & Grevesse 1989).
This historically high abundance was suggested by analyses
of the forbidden [O ] 630.0 nm line (Lambert 1978) as well
as OH vibration-rotation and pure rotation lines in the in-
frared (Grevesse et al. 1984; Sauval et al. 1984) using the
1D hydrostatic Holweger-Müller (1974) semi-empirical model
of the solar atmosphere and LTE line formation. On the other
hand, a much lower abundance is indicated by the permit-
ted high-excitation O  lines, most noteworthy the IR triplet
at 777 nm, when employing the same model atmosphere with
non-LTE line formation. This discrepancy of about 0.2 dex be-
tween different abundance indicators have often been blamed
on over-estimated departures from local thermodynamic

1 On the customary abundance scale defined as �(X) = 1012 ×
N(X)/N(H).
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which accurate knowledge of the oxygen abundances is neces-
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abundances using classical 1D stellar model atmospheres. In
particular in the solar case, the freedom of parameters to ob-
tain consistency is very restricted yet the discrepancy is present
in full.

Until recently the commonly adopted solar oxygen abun-
dance was log �O = 8.93 ± 0.041 (Anders & Grevesse 1989).
This historically high abundance was suggested by analyses
of the forbidden [O ] 630.0 nm line (Lambert 1978) as well
as OH vibration-rotation and pure rotation lines in the in-
frared (Grevesse et al. 1984; Sauval et al. 1984) using the
1D hydrostatic Holweger-Müller (1974) semi-empirical model
of the solar atmosphere and LTE line formation. On the other
hand, a much lower abundance is indicated by the permit-
ted high-excitation O  lines, most noteworthy the IR triplet
at 777 nm, when employing the same model atmosphere with
non-LTE line formation. This discrepancy of about 0.2 dex be-
tween different abundance indicators have often been blamed
on over-estimated departures from local thermodynamic
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FIG. 19.ÈLimb darkening for the three-dimensional (rhombi) and one-
dimensional (asterisks) models. Third-order polynomials have been Ðtted
by regular least-squares Ðts to the data.

dimensional models need to be improved, there are prob-
ably other important error sources in our calculated line
proÐles. Departures from LTE are a likely candidate. We do
not observe a larger scatter or a systematic deviation for
low-excitation Fe I lines that one could expect from the
three-dimensional NLTE calculations of Shchukina & Tru-
jillo Bueno (2001), but we notice a signiÐcantly larger
scatter for the iron abundance determined from Fe I lines in
Procyon than in the Sun, and departures from LTE are
expected to grow for warmer stars. Because of the shown
imperfections in the three-dimensional models, the pre-
ferred iron abundance for Procyon is that derived from the
three-dimensional analysis of weak lines : log v(Fe)

_
\ 7.36

^ 0.03 (p \ 0.15) dex.
The main conclusions of our study of the iron abundance

are as follows :

1. The abundances derived from Fe I and Fe II lines are
consistent for both one-dimensional and three-dimensional
analyses, and with a higher coherence for the three-
dimensional model. This implies that departures from LTE,
which should be minimal for Fe II, are likely small. Never-
theless, they could be responsible for a signiÐcant fraction of
the scatter between the abundances retrieved from di†erent
lines, providing a plausible explanation for the larger scatter
observed for Procyon than for the Sun.
2. The di†erences between the iron abundances derived

from one-dimensional and three-dimensional analyses
(setting aside lines stronger than 50 in the case ofmA�
Procyon) are small dex), and the same conclusion([0.05

applies to the solar case. Other stars and elements may
show larger di†erences.
3. Procyon is marginally deÐcient in iron compared to

the Sun by about 0.05 dex.

7. CENTER-TO-LIMB VARIATION

One of the applications of model atmospheres is to derive
limb-darkening laws. These are required, for example, to
correct interferometric measurements of stellar angular
diameters and a†ect directly the otherwise fully empirical
calibrations of e†ective temperature against color indices
(see, e.g., Mozurkewich et al 1991).
Here we compare the center-to-limb variation predicted

by homogeneous models and the three-dimensional simula-
tions. Taking the emerging intensity for di†erent angles at
all di†erent spatial locations, we produce a spatially and
time-averaged intensity for di†erent ray inclinations. Figure
19 shows the predicted limb darkening for the one-
dimensional and three-dimensional models. Two wave-
lengths were selected, 4500 and 10000 Strong di†erencesA� .
are obvious in the plot, the limb darkening being markedly
nonlinear for the inhomogeneous model. We have Ðtted the
data to third-order polynomials by regular least-squares Ðts
(see eq. [6] in Hanbury Brown, Davis, & Allen 1974), and
the results correspond to the solid (three-dimensional) and
dashed (one-dimensional) lines in Figure 19. Lower order
polynomials were inappropriate for the three-dimensional
model atmosphere. Hanbury Brown et al. (1974) calculated
the interferometric correlation factor associated with this
particular limb-darkening law. At 4500 their determinedA� ,
angular diameter for a uniformly emitting disk should be
corrected by factors of 1.081 and 1.064 for the one-
dimensional and three-dimensional cases, respectively. The
one-dimensional correction obtained from an older version
of MARCS (Gustafsson et al. 1975) used by Mozurkewich
et al. (1991) was 1.07 at 4500 The radius and the e†ectiveA� .
temperature of Procyon we derived in ° 4.1 should therefore
be slightly corrected from 2.071 to 2.059 and from 6512R

_to 6530 K, respectively. The correction between three-
dimensional and one-dimensional models, which amounts
to roughly 1.6%, implies a correction to the e†ective tem-
perature of roughly 50 K for a star like Procyon A, showing
the importance of detailed model atmospheres for estab-
lishing a truly empirical scale from measurements ofTeffangular diameters (see, e.g., di Benedetto 1998).

8. ABSOLUTE RADIAL VELOCITY

When discussing measurements of stellar radial veloci-
ties, it is commonly assumed that an observed shift of the
spectral features from their wavelengths at rest can be
directly translated to a velocity projected along the line of
sight. Lindegren, Dravins, & Madsen (1999) have recently
discussed the dangers in doing so, especially when it comes
to precise measurements, pointing out several e†ects that
may need to be considered.
The gravitational shift is proportional to the gravita-

tional Ðeld, and for late-type dwarfsV
g
\ GM/(Rc),

amounts to about 0.5 km s~1. In the case of Procyon A, we
have a special advantage, as its mass, radius, and proper
motion are well determined. The gravitational redshift,
including the blueshift induced by Earth, is V

g
\ 0.436

^ 0.019 km s~1, where we have used the corrected stellar
radius R \ 2.06^ 0.02 (see ° 7). The transverse DopplerR

_

Allende Prieto et al (2002) ApJ 567, 544

3-D Hydrodynamical Simulations of Procyon

3-D versus 1-D
Center-to-Limb Profi les

 τ= 0.3

τ= 1.0

No. 1, 2002 CONVECTION IN SPECTRUM OF PROCYON 551

FIG. 7.ÈTemperature on surfaces of equal optical depths in the convection simulations of Procyon (left panels) and the Sun (right panels). The surfaces
correspond to continuum optical depths at 5000 of 0.3, 1, 3, and 10 from top to bottom. It should be noted that these iso-tau surfaces are highly corrugatedA�
and therefore the temperature contrast is much greater across surfaces of equal geometrical depths. All images share the same maximum and minimum
temperature cuts, which highlights the signiÐcantly larger temperature contrast in Procyon. For each iso-tau surface, the temperature contrast is(Trms/ST T)
given.

computed with the same spectral synthesis code as the
three-dimensional proÐles. Without the convective Doppler
shifts, additional ad hoc broadening in the form of the
micro- and macroturbulence must be invoked in one
dimension in order to obtain correct line widths, with the
former a†ecting the line strengths and the latter a†ecting
only the line shapes. In both cases, Gaussian distributions
are assumed.

4.4. L ine Data
Iron is the best represented element in the spectrum of

late-type stars. Neutral iron has been the subject of a
number of Ðne laboratory works to derive radiative tran-
sition probabilities at Oxford (e.g., Blackwell et al. 1986).
The number of lines measured with high accuracy and in a
homogeneous manner has been enlarged by the work of
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Procyon Data from the Mark III and VLTI/VINCI
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Mt. Wilson, California
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3-D CO5BOLD 
Model  Atmosphere
synthetic visibilities

vs.

Mark III 500 nm, 800nm
VLTI/VINCI K-band
visibility data

VLTI/VINCI 2.2 µm

Mark III 0.8 µm

Mark III 0.5 µm

Mark III 0.5 µm

Model “C”  5.395 mas
a)

b)

Aufdenberg, Ludwig, & Kervella (2005) ApJ, 633, 424
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Comparing
1-D and 3-D Model
Temperature
Structures
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Wavelength-Dependent Opacity of the Solar-like Atmosphere
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Summary 

1.  Interferometry is providing unique tests of multi-dimensional stellar atmosphere models 

2.  Beyond Teff and log(g):  gravity darkening, convection, winds, sphericity...

3.  Vega: Rotating at ~91% of angular breakup rate; large 2500 K pole-to-equator gradient;
convection at equator; debris disk sees cooler SED than we do.  

4. Procyon: Limb darkening is convection-dependent; confi rmation of 3-D model predictions;
multi-wavelength measurements important for atmosphere analyses, go to the blue! 
 
5. Next step:  Testing atmosphere models with closure phases.

– 4 –
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+
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is the mean wavenumber. This simulates the data collection and fringe processing algorthim
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