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High contrast imaging is the richest technique

Figure 1: Near-infrared photometry and spectroscopy of HR 8799b, comparing observations (black
points) to the model atmosphere of Barman et al. (2011), (red line). Clouds, methane depletion,
and low surface gravity are indicated by the model fit.

1.2 Exoplanets and Disks
It is very significant that the first imaged exoplanets that burst upon the scene in 2008 were found in
systems with bright debris disks. Debris disks are tenuous dust clouds found around main sequence
stars, formed from the ongoing collisions of rocky or icy parent bodies; see Wyatt 2008 for a review.
The presence of a debris disk thus identifies a star as hosting a planetary system. The gravitational
influence of giant planets determines where belts of minor bodies can exist in stable orbits around a
star, sculpts the dust distribution through resonant interactions, and stirs up collisions that produce
the dust whose presence is inferred from far-infrared excess emission. While debris disks are not
preferentially associated with RV planets (Bryden et al. 2009), they are prominent in the three
best examples of imaged extrasolar planets. In the HR 8799 system, the four planets (Marois et al.
2008, 2010) are found within a cleared zone between inner and outer dust belts (Su et al. 2009;
see Fig. 2). In the case of Fomalhaut, the planet (Kalas et al. 2008) shepherds the inner edge of
the large debris ring (Quillen et al. 2006). For � Pictoris, the planet appears to orbit in an inner
zone relatively cleared of dust and force a warp in the inner disk (Lagrange et al. 2010). The
young debris disk star PZ Tel was recently found to possess a brown dwarf companion at 16 AU
separation (Biller et al. 2010). Other resolved debris disks show central holes suggestive of clearing
by interior planets (Schneider et al. 1999; Ardila et al. 2004; Kalas et al. 2006; Backman et al.
2009) that still await imaging detection.
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Figure 4. Relative astrometric positions of the planets (red filled circles), orbital arcs for the best-fitting model IVa (black curves), and stable solutions within
the 3⇤ confidence level of the best-fitting model (green curves).

Table 1. Orbital osculating elements of the best-fitting solution IVa at the epoch 1998.83. The stellar mass m0 = 1.56M⇤. Note that due to the geometry the
� angle may take two values that differ by 180⇧, however the pericenter longitude ⌅ is preserved after the rotation of the nodal line by 180⇧.

m [mJup] a [au] e I [deg] � [deg] ⌅ [deg] M [deg]
HR 8799 e 9±2 15.4±0.2 0.13±0.03 176±6 326±5
HR 8799 d 9±3 25.4±0.3 0.12±0.02 25±3 64±3 91±3 58±3
HR 8799 c 9±3 39.4±0.3 0.05±0.02 (224±3) 151±6 148±6
HR 8799 b 7±2 69.1±0.2 0.020±0.003 95±10 321±10

Statistics of all models gathered in ⌃ 105 runs of MCOA are
presented on Figs. 7 and 8. Fig. 7 shows projections of the orbital
parameters onto (ai,ei)�planes where i= e,d,c,b and marked with
grey filled circles. We computed the maximal Lyapunov exponent
expressed through the MEGNO indicator (Sect. 5) for all these ini-
tial conditions for 160 Myr. Solutions providing |⌥Y �� 2| < 0.05
at the end of the integration time are considered as quasi-periodic
and rigorously stable. Blue and red filled circles in Fig. 7 mark
such stable (quasi-periodic, regular) models within the (3⇤,6⇤) and
3⇤ joint confidence levels, respectively. The statistics demonstrates
that orbital parameters in model IVa are well constrained. This is
also illustrated on Fig. 4. Green curves illustrate geometrically a
dispersion of the orbital arcs of stable solutions within 3⇤ level
around the best-fitting model.

Figure 8 illustrates best-fitting models projected onto
(ai,mi)�planes in the same manner as shown in Fig. 7. Nominal
masses are (9,10,10,7)mJup for planets e, d, c, b, respectively. At
the beginning of each optimization run, the actual masses were
selected from the normal distribution within 2 � 3mJup standard
deviations around the nominal masses. The statistics presented in
Fig. 8 reveals a relatively extended range of masses in the 4–12 mJup

providing stable (quasi-periodic) solutions. This experiment shows
that the astrophysical determination of the masses through cooling
models are fully consistent with dynamical constraints driven by
the migration. This somehow contradicts previous studies conclud-
ing that the stability of HR 8799 system is possible only when the

masses are at the lowest estimates (Sudol & Haghighipour 2012;
Esposito et al. 2013).

Finally, we computed dynamical MEGNO maps in the (ai,ei)-
planes of osculating elements for all planets (see model IVa in Ta-
ble 2). The results are shown on Fig. 9. The nominal best-fitting
model IVa, which is marked with a star symbol, is found in rela-
tively extended zones of stable motions. These islands reveal com-
plex structure of the 1e:2d:4c:8b MMR, demonstrating that solution
IVa is deeply locked in this multiple resonance. See also Figs. 26
for the event time TE maps and the critical argument ⇥1:2:4:8 in a
close neighborhood of the best-fitting model IVa.

4.2 Model IVb: could be planet HR8799 e predicted?

Decades of observations are required to constrain orbital parame-
ters of very long-period planets with standard methods. Relying on
discrete and in some sense deterministic outcomes of the migra-
tion algorithm, we may consider different architectures of the res-
onant systems with even very limited observations. At an extreme
case, we may turn back to 2008, when measurements for three outer
planets were published in the discovery paper (Marois et al. 2008).
Two years later the fourth planet was detected. Having in mind the
multiple MMR model of the four-planet system, we may ask: could
be the fourth planet predicted or found in place if we did not have
a single data point for this planet?

Following the general idea, we assume that orbits of planets b,

c⌅ 2012 RAS, MNRAS 000, 1–26
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� angle may take two values that differ by 180⇧, however the pericenter longitude ⌅ is preserved after the rotation of the nodal line by 180⇧.
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expressed through the MEGNO indicator (Sect. 5) for all these ini-
tial conditions for 160 Myr. Solutions providing |⌥Y �� 2| < 0.05
at the end of the integration time are considered as quasi-periodic
and rigorously stable. Blue and red filled circles in Fig. 7 mark
such stable (quasi-periodic, regular) models within the (3⇤,6⇤) and
3⇤ joint confidence levels, respectively. The statistics demonstrates
that orbital parameters in model IVa are well constrained. This is
also illustrated on Fig. 4. Green curves illustrate geometrically a
dispersion of the orbital arcs of stable solutions within 3⇤ level
around the best-fitting model.

Figure 8 illustrates best-fitting models projected onto
(ai,mi)�planes in the same manner as shown in Fig. 7. Nominal
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selected from the normal distribution within 2 � 3mJup standard
deviations around the nominal masses. The statistics presented in
Fig. 8 reveals a relatively extended range of masses in the 4–12 mJup

providing stable (quasi-periodic) solutions. This experiment shows
that the astrophysical determination of the masses through cooling
models are fully consistent with dynamical constraints driven by
the migration. This somehow contradicts previous studies conclud-
ing that the stability of HR 8799 system is possible only when the
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model IVa, which is marked with a star symbol, is found in rela-
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ters of very long-period planets with standard methods. Relying on
discrete and in some sense deterministic outcomes of the migra-
tion algorithm, we may consider different architectures of the res-
onant systems with even very limited observations. At an extreme
case, we may turn back to 2008, when measurements for three outer
planets were published in the discovery paper (Marois et al. 2008).
Two years later the fourth planet was detected. Having in mind the
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... and the most difficult one (contrast, IWA)

f(t)

  

Doppler Imaging is complementary 
to JWST exoplanet science:

Doppler Imaging of
Planets & brown 

dwarfs with E-ELT

Eclipse mapping of 
giant, transiting 

exoplanets w/JWST

Majeau+2012, 
de Wit+2012

IC in press.LU16: Crossfield et al. 2013

1995 1998 2000

The Dynamic HH 30 Disk and Jet
Hubble Space Telescope • WFPC2

NASA and A. Watson (Instituto de Astronomía, UNAM, Mexico) • STScI-PRC00-32b

200 A.U.



1st generation medium-high contrast imagersTable 4. Table listing (non exhaustive) the zeroth and first generation instruments that pioneered high contrast imaging.
For ground-based near-infrared instruments, the first acronym is usually for the adaptive optics system, while the second
one is for the camera. The type of coronagraph is given in the last column, when available. Note that the contrast
performance of these instruments varies a lot, depending on the instrument design itself and on the observing strategy.
Instruments marked with a † are no longer available. SH stands for Shack-Hartmann WFS. C for curvature WFS.

Instrument Telescope AO Wavelength Ang. res. Coronagraph
(µm) (mas)

WFPC2† HST NA 0.12–1.1 10–100 ...
WFPC3 HST NA 0.2–1.7 17–150 ...
NICMOS† HST NA 0.8–2.4 60–200 Lyot
ACS† HST NA 0.2–1.1 20–100 Lyot
STIS HST NA 0.2–0.8 20–60 Lyot
NAOS-CONICA VLT 16-SH 1.1–3.5 30–90 Lyot/FQPM/APP/VC
VISIR VLT no 8.5–20 200–500 FQPM/VC
COME-ON+-ADONIS† 3.6-m ESO 8-SH 1–5 60–280 Lyot
PUEO-TRIDENT† CFHT 8-SH 0.7–2.5 4–140 Lyot(/CIA)
COMICS Subaru NA 8–25 200–500 ...
HICIAO Subaru 14-C 1.1–2.5 30–70 Lyot
CanariCam GTC NA 7.5–25 150–470 ...
KeckAO-NIRC2/OSIRIS Keck 16-SH 0.9–5.0 20–100 Lyot(/VC, 2015)
LWS† Keck no 3.5–25 70–500 ...
MIRLIN† Keck no 8.0–20 160–400 ...
ALTAIR-NIRI Gemini N. no 1.1–2.5 30–70 Lyot
NICI† Gemini S. 9-C 1.1–2.5 30–70 Lyot
T-ReCS† Gemini S. no 1.1–2.5 30–70 ...
Clio/PISCES MMT 16-SH 1–5 30–70 APP
Lyot project† AEOS 30-SH 0.8–2.5 60–140 Lyot/FQPM
PALAO(WCS)†-PHARO Hale 200” 16-SH 1.1–2.5 60–140 Lyot/FQPM/VC
AO-IRCAL Shane 120” 8-SH 1.1–2.5 100–150 ...

Table 5. Table listing (non exhaustive) the zeroth and first generation instruments that pioneered high contrast imaging.
For ground-based near-infrared instruments, the first acronym is usually for the adaptive optics system, while the second
one is for the camera. The type of coronagraph is given in the last column, when available. Note that the contrast
performance of these instruments varies a lot, depending on the instrument design itself and on the observing strategy.
Instruments marked with a † are no longer available. SH stands for Shack-Hartmann WFS. C for curvature WFS.

Instrument Telescope AO Wavelength Ang. res. Coronagraph
(µm) (mas)

P3K-P1640/SDC Hale 200” 64-SH 1.1–2.4 45-90 APLC/VC
SPHERE VLT 40-SH 0.5–2.4 15-55 Lyot/APLC/FQPM
GPI Gemini South 48-SH 0.9–2.4 23-55 APLC
SCExAO Subaru 14-C & 48-P 0.55–2.4 15-55 PIAA/SP/VC
MagAO-Clio2/VisAO Magellan 25-Pyramid 0.55–5 18-160 Lyot(+APP)
LMIRCAM LBT’ 30-Pyramid 2–5 60–120 APP+VC

3. Detection of faint signal in high contrast imaging must rely on diversity and modulation: it indeed appeared
early on that calibration and correction of spurious errors is not sufficient for detecting faint signals against
the background of noise sources. Modulation tremendously helped with detection and now constitutes the
baseline for any strategy (see Section 3.3).

Other important considerations include: flexibility vs science, technical development, funding, chromatism
effects, coronagraph design, ADC, propagation effects, importance of predictive control, image quality metrics,
and error budgets, actuator count vs outer working angle (OWA), DM stability, etc.



The mother of all high contrast imagers



High contrast imaging in space enabled by stability

HST only had classical Lyot 
unoptimized coronagraphs, but its 
unmatched stability benefited, and 
still benefits all of its imagers: 
WFC2/3 (nc), STIS (bars),  
NICMOS (hole), ACS (proper masks) 
!
…so much so that archival data 
mining is producing wealth of results

Exoplanet  Detection with Coronagraphs 2006 Coronagraphs on the Hubble Space Telescope
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HST also provides sharp images over the entire coronagraphic fields, while the corrected fields on ground-based 
systems are limited by the number of deformable mirror elements. Of course, HST also allows detailed high-
contrast imaging at visible wavelengths where ground-based AO does not currently work. 

While a powerful high-contrast tool, HST is still just a 2.4 meter telescope, and it can collect only so many 
photons from faint sources within a reasonable amount of time. In the near-IR, ground-based telescopes are 
beginning to approach the capabilities of NICMOS for substellar companion searches. The very large telescopes 
being proposed with extreme AO systems will be able to outperform HST in the near-IR on point sources (e.g., 
brown dwarf companions), but will still probably not achieve as high a contrast on disks due to optical 
instabilities in the regions around the star common to both space and ground. 

ACS Direct (V) STIS Coronagraph (UĺI)

NICMOS Coronagraph (J)ACS Coronagraph (V)

ACS Direct (V) STIS Coronagraph (UĺI)

NICMOS Coronagraph (J)ACS Coronagraph (V)
 

Figure 1: HST images of the circumstellar disk around 
the Herbig Ae star HD 141569a. All of the images have 
been subtracted using images of reference PSF stars. The 
upper left image shows a non-coronagraphic image taken 
with ACS, and the others are coronagraphic images. The 
disk is ~7Ǝ across, and the total disk flux is about 0.02% of 
the total stellar flux. Subtractions by the author. 
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Figure 2: Robust visual detection limits for a point source near 
a star in the ACS in V band, with and without the coronagraph 
and with and without subtraction of the stellar light (roll 
subtraction). Also plotted is the corresponding brightness of 
Jupiter as it would appear at various radii from a star located 
1 parsec away. 

ACS Krist et al. 2006



Its secret: 3 fine guidance sensors (FGS)

~1 mas pointing accuracy over > 10 min 
70’ FoV, R < 17



ALICE: an overwhelming harvest
Soummer, Pueyo, Perrin, Choquet, et al
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Figure 11. Six companion candidates discovered in the NICMOS coronagraphic archive with the ALICE pipeline and
currently followed-up with the HST-WFC3 instrument (PI: L. Pueyo). From top-left to bottom-right: RX-J1852.3-3700
(K3, 130 pc, 3 Myr in Cha association), HD 146516 (G7V, 120 pc, 10 Myr, in Up. Sco. association), HD 160934 (K7Ve,
33 pc, 100 Myr in AB Dor. association), V1121 Oph (K4Ve, 125 pc, 1 Myr in fl Oph association), RE0723+20 (K5Ve,
25 pc, 100 Myr in AB Dor. association), LHS 2320 (M5.0V, 22 pc, 100 Myr).

5. CONCLUSION
In this paper, we presented the ALICE project, which consists in a comprehensive and consistent reprocessing
of the HST-NICMOS coronagraphic archive using advanced PSF subtraction algorithms. We briefly described
the content of the archive, then provided a detailed description of the ALICE pipeline. Finally, we presented a
summary of the first scientific results of this project obtained with a preliminary version of the pipeline, showing
new images of debris disks in scattered light as well as unknown potential sub-stellar companions.

The pipeline is currently in its final development phase, consisting mostly in the optimization of the image
alignment process and in the definition and implementation of a standard format for the high-level science
products that will be generated for all the images in the archive. The entire archive will then be consistently
reprocessed with the final version of the pipeline and the final products will be delivered to the MAST archive.

All of our discoveries are now included in followup observation campaigns. Follow-up observations of the point
source candidates are being conducted with the HST-WFC3 for the six faintest targets, and with ground-based
instruments (VLT-SINFONI, Keck, Palomar P1640) for the brigher ones others, to confirm their companionship
and characterize their photometry and colors. In addition, an HST-STIS coronagraphic program is currently
on-going to observe the five debris disks newly imaged with the ALICE pipeline, and will provide visible images
of the disks by Fall 2014, with a resolution twice better than with NICMOS (PI: M. D. Perrin). These five disks
are currently being analyzed by our team using the radiative transfer modeling MCFOST28 to characterize their
optical properties and composition.
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Figure 9. Known debris and protoplanetary disks imaged in scattered light with the coronagraphic mode of NICMOS.
Top row: discovery images. Bottom row: reprocessing with the ALICE pipeline, with the exact same data-set. From left
to right: HR 4796A (program 7233, F160W, discovery image from [23]) , HD 141569 (program 7857, F160W, discovery
image from [24]), IM Lup (program 10177, F160W, discovery image from [25]), PDS 66 (program 10527, F110W, discovery
image from [26]).
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Figure 10. Five debris disks newly revealed in scattered light from NICMOS coronagraphic archive (filter F110W) with
the ALICE pipeline.27 From left to right: HD 30447 (F3V, 80 pc, 10-40 Myr in Columba association), HD 35841 (F3V,
96 pc, 10-40 Myr in Columba association), HD 141943 (G2V, 67 pc, 17-32 Myr), HD 191089 (F5V, 52 pc, 8-20 Myr in —
Pictoris association), HD 202917 (G7V, 43 pc, 10-40 Myr in Tuc-Hor association).

other two are inclined (HD 191089 and HD 202917) (see Fig. 10). All five host stars are young (8 to 40 Myr),
nearby (40 to 100 pc) main sequence stars (F and G type). In particular, HD 141943 is a close analog to the
Sun at the age of terrestrial planet formation.

4.2 Point Sources
Additionally to these disks, we also imaged and characterized a large number of point sources. A number of
them are very close binary systems with high magnitude di�erence, and were not previously detectable with
classical techniques. We also found a dozen of substellar companion candidates, which have yet to be confirmed
as co-moving with the host star using followup observations. Fig. 11 presents six candidates which are currently
followed-up with HST-WFC3 to confirm their gravitational bound with the host star (PI: L. Pueyo). From stellar
populations models, we estimated a probability of 98 % to have at least one gravitationally-bound companion
among this sample. Followup observations of the other point source candidates that are bright enough to be
observed with ground-based AO systems are also currently being conducted to confirm companionship with the
host stars.
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Lessons learned applied to new programs

 
Figure 9. Analysis Quality scattered-light images of the GO 12228 debris disks discussed in Appendix A. Arrows indicate the full physical and angular extent of the disks (except AU 

Mic) in AU and arcseconds (scaled differently for each disk), and below the inner working distances realized (though for all disks not at all azimuth angles) with PSFTSC imaging.Schneider et al. 2014 (STIS)



Not a level-playing field!

High contrast imaging through this 
requires some well thought out architecture!



Building blocks of direct imaging instruments

Telescope Coronagraph(s) Deformable 
mirror(s)

Wavefront  
sensor(s)

Camera(s) INS Control 
Software / UI

Real-time 
computer

Motors and 
controllers

Spectrograph/
Polarimeter

Calibration  
sources

DFS: 
pipeline/archive

Tip-tilt  
mirrors

Dichroic/splitters High quality 
optical relays ADC Derotators



INS Control 
INS 
Software / UI

Architecture: order matters
• All high contrast imagers are based on a variant of the following 
• Devil is the details of their respective implementation

Telescope Deformable 
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controllers
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controllers

In space 
(SO FAR)

Motors and 
controllers

Kerri and Peter 
Thursday pm 
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Calibration  
sources



VLT: NAOS-CONICA

NAOS CONICA



10 years of AO at the VLT



Subaru: AO188 - HICIAO



Keck: AO-NIRC2



Transitioning to a new regime



Gemini: NICI

SDI built in!



Palomar WCS

• Keep pupil location at DM

!
• Magnify pupil (by f1/f2)

!
• Center sub-pupil on DM

!
• Maintain F# to AO system

 ⇒post-AO optics unchanged


Adaptive

  Optics Camera

Existing 

Telescope

Optics:

!

!
Result: >90% Strehl Ratio (how close the PSF 
is to the theoretical one for the perfect system)


DM
!
Subaperture 
reimager

Serabyn et al. 2007



1st gen untapped potential: L’ band imaging

!
!
!
!
!
!
!
!
!
!
!
!
!
!
!

• Technical advantage:

• Untapped potential: free high Strehl

• Vortex coronagraph to compensate for loss in resolution

Modeling & performance prediction
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Tuesday, December 11, 2012

The Astrophysical Journal, 756:172 (17pp), 2012 September 10 Morley et al.

Figure 5. Model spectra. From top to bottom, Teff = 1300 K, log g = 5.0;
Teff = 900 K, log g = 5.0; Teff = 600 K, log g = 5.0; and Teff = 400 K, log g =
4.5. We show cloudy models with fsed = 2 and 4 that include the condensates
Cr, MnS, Na2S, ZnS, and KCl and cloudless models for comparison. Note that
for the Teff = 400 K, Teff = 600 K, and Teff = 900 K models, the cloudy
models are progressively fainter in Y and J bands and brighter in K band as the
sedimentation efficiency decreases. In contrast, for the Teff = 1300 K case, the
clouds do not significantly change the spectrum.
(A color version of this figure is available in the online journal.)

Figure 6. Model spectra with iron/silicate clouds. As in Figure 5, from top
to bottom, Teff = 1300 K, log g = 5.0; Teff = 900 K, log g = 5.0; Teff =
600 K, log g = 5.0; Teff = 400 K, log g = 4.5. We show cloudy models with
iron/silicate/corundum clouds (no sulfide clouds) with fsed = 2 and cloudless
models for comparison. Note that these clouds, unlike the sulfide clouds in
Figure 5, significantly change the shape of the 1300 K model.
(A color version of this figure is available in the online journal.)
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Mid-IR vortex at Paranal

8 years of R&D 


•  
• 
• 

•  

  






@ Paranal observatory

Mawet et al. 2005, 2013, Delacroix et al. 2013, Absil et al. 2013

Mounting

Et voila!

Your friendly neighborhood coronagraphist

Tuesday, December 11, 2012

• Many thanks to Jared, Pierre, Julien

Mounting @ Paranal

Julien: NACO IS

Jared: NACO IR

Do not break 
a priceless device!

Tuesday, December 11, 2012

C. Delacroix 
POP/POSTER



J. Milli et al.: Very deep images of the innermost regions of the � Pictoris debris disc at L

0

E

N

Fig. 3. Two di↵erent disc reductions: cADI-disc (top) and PCA-disc (bottom). The black arrow shows the apparent midplane, has a position angle
of 29� (equal to that of the main disc) and a total length of 600. The color scale is identical for both images but not linear (square root). The green
square marks the position of the star and the green circle has a radius of 0.400.

SW

NE

Fig. 5. PCA-disc image where each vertical profile has been normalized by the maximum spine brightness to enhance the vertical position of the
spine. The two green circles have a radius of 0.400 and 200 respectively. The PA of the main disc (29�) as measured from (Lagrange et al. 2012a) is
indicated by a plain red line, whereas the best fit PA of 30.8� (NE) and 211.0� (SW) as measured from the L’ images are shown with dashed lines.

ness asymmetry was also detected in mid-infrared images of the
disc by Telesco et al. (2005) at wavelengths beyond 8 µm, but
at a larger separation, namely 2.700. In the visible, the SW exten-
sion is also slightly brighter than the NE extension between 50
and 100 AU or 2.500 and 500 (Golimowski et al. 2006).

The surface brightness distribution (SBD) appears smooth
between 0.500 and 3.800, compatible with a single power-law de-
pendance of the SBD with separation. The inflection seen in the
visible at 200 by Golimowski et al. (2006) is not detected in our
data. A linear regression to the NE and SW extensions between
0.500 to 3.700 yields slopes of �2.77 ± 0.18 and �2.57 ± 0.16
respectively. The linear fit is shown in dotted line in Fig. 8.
The steeper slope of the NE extension explains why it appears
slightly fainter beyond 1.500. The error bar shown in Fig. 8 only
includes the measurement error. Although the image was
corrected for self-subtraction by applying the iteration tech-
nique described in section 3.1, significant self-subtraction
could still occur below 0.800 therefore the brightness below
0.800 should be considered as a lower bound. To overcome
this di�culty we performed forward modeling with an inno-
vative approach.

4. Forward modeling

4.1. Modelling philosophy

We used scattered light disc models to interpret the observed
features and to disentangle ADI artifacts from real features. The
disc models were generated with the GRaTeR code (Augereau
et al. 1999). For each of the seven individual cubes of frames, the
disc model is rotated to the appropriate parallactic angles of the
initial frames and subtracted. The resulting cubes are re-reduced
using the same PCA algorithm as described previously. The six
reduced images are then combined together to obtain one sin-
gle disc-subtracted image. These steps are repeated iteratively
by varying the free parameters of the disc model, until a merit
function is minimized. The minimization algorithm is a down-
hill simplex method or amoeba. For each minimization, three
di↵erent sets of initial conditions were explored, all repre-
senting physically acceptable conditions, to reduce the risk
of finding local minima. We found that all sets agreed within
less than 5%. The merit function is a reduced chi squared com-

Article number, page 5 of 11

Milli et al 2014

Absil et al 2013

L-M band high contrast imaging:  
1st generation’s continuous hegemony

J. Milli 
POP/POSTER



Science highlights from 1st generation

NACO: 1st “exoplanet” imaged  
(Chauvin et al. 2004)

Keck-NIRC2: HR8799, 
4-planet system  
(Marois et al. 2008-10)

The Astrophysical Journal Letters, 779:L26 (5pp), 2013 December 20 Rameau et al.

Figure 1. Residual maps of VLT/NaCo images at L ′-band, revealing HD 95086 b at southeast (arrow). A direct comparison between the pipelines through the S/N
is not valid due the different noise distributions which are produced. The planet PSFs also appear to be of different sizes due to different cuts and different levels of
self-subtraction. Top-left: IPAG-cADI reduction from June 26; S/N ≃ 4 due to the small field rotation but good stability. Top-central: IPAG-sADI reduction from June
27; S/N ≃ 7. Speckles at northeast and northwest are strong spike-residuals but at a different separation from the central star than the planet. Top-right: PCA reduction
following Boccaletti et al. (2012) using seven coefficients over 534; S/N ≃ 6. Bottom-left Adapted-PCA from Meshkat et al. (2013b) using 16 coefficients over 185,
S/N ≃ 5. Bottom-central: A-LOCI from Currie et al. (2012) where the source is masked over a box of 10 pixels in width; S/N ≃ 13. Bottom-right: Pynpoint (Amara
& Quanz 2012) using 40 coefficients over 15,172, S/N ≃ 7.5. Note Pynpoint doubles the sampling resolution but it has been rescaled to normal for display purposes.
(A color version of this figure is available in the online journal.)

Table 2
ADI Algorithms and Associated Parameters on the Reduction of the 2013 June 27 Data

Algorithm Parameters S/N Ref.

IPAG/sADI r = 600 mas, Nδ = 1(FWHM), depth = 6 frames 7 Lagrange et al. (2010)
LESIA/PCA 7 modes out of 534 6.5 Boccaletti et al. (2012)
Leiden/PCA 15 modes out of 185 5 Meshkat et al. (2013b)
A-LOCI Nδ = 0.7(FWHM), g = 1, dr = 11, NA = 35, rcorr = 0.16 13 Currie et al. (2012)
PynPoint 40 coefficients out of 15172 7.5 Amara & Quanz (2012)

Note. The S/N cannot be used to directly compare each pipeline and reduction algorithm since the distribution
and level of the noise is different in each case.

Figure 1 displays the residual maps with the recovery of
HD 95086 b. Some speckles have a high intensity but the planet’s
signal (southeast) is the only one which systematically appears
in each pipeline and ADI-flavor. The planet’s signal may look
different because, firstly, it is being self-subtracted to different
levels, and secondly, different flux levels are adopted in each
image.

All the five independent pipelines recover the planet’s signal
at the expected position with a S/N higher than five and using
the same method for the S/N calculation on the final processed
images. The S/N variations between the pipelines are related
to the different algorithms used for the PSF subtraction and
therefore to the different level and distribution of residuals
in the final images. In all cases, the signal is unambiguously
detected and confirms the recovery of HD 95086 b in our
2013 June data. As an additional check, with the IPAG-ADI

Table 3
Relative Astrometry and Photometry of HD 95086 b and

the Background Source (Background Star)

Date Sep. P.A. ∆L′

(mas) (deg) (mag)

bkg star

2012 Jan 11 4540 ± 15 319.03 ± 0.25 6.2 ± 0.2
2013 Mar 14 4505 ± 16 319.42 ± 0.26 6.1 ± 0.2
2013 Jun 27 4480 ± 14 319.52 ± 0.25 6.0 ± 0.3

HD 95086 b

2012 Jan 11 624 ± 8 151.8 ± 0.8 9.79 ± 0.40
2013 Mar 14 626 ± 13 150.7 ± 1.3 9.71 ± 0.56
2013 Jun 27 600 ± 11 150.9 ± 1.2 9.2 ± 0.8

3

HD95086 with NACO (L’) 
Rameau et al. 2013

Beth and Travis 
talks



Science highlights from 1st generation

Keck-NIRC2: brown dwarf companion  
(Crepp et al. 2014)

A&A proofs: manuscript no. ms
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Fig. 6. Left: The intensity profile, normalized by stellar peak, along the PA of the ring in the JHKs-bands. The disk has roughly
red reflectivity, since it is fainter in the J-band than the other two bands. Right: The intensity profile of the deconvolved versions
of the reduced images, made using a simultaneously image PSF star in all three bands. The relative disk colors are not significantly
altered by the different Strehl ratios attained at the three wavelengths. In both plots, the dashed lines show the profiles of the
stellar peak attenuated by a factor of 10000.

Fig. 7. A JHKs false-color image of the HR 4796 A ring, showing its relative reflectivity, as estimated in section 4.4. North is
up and East is left. The J , H and Ks-bands are colored blue, green and red, respectively. The unsaturated star is normalized to
one in all the bands and appears white in the image. The ring appears yellow because it reflects light more efficiently in the H
and Ks-bands than in the J-band. The noise-dominated regions with 0.2′′ to 0.5′′ separation from the star are not shown. Regions
away from the ring are colored white and given the median intensity of the three bands.

Article number, page 14 of 15

NICI: HR4796 debris disk 
(Wahhaj et al. 2014)
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2nd generation high contrast imaging instruments



2nd generation = 1st generation on steroids

• Extreme AO, C = (1-S) / N2 (Serabyn et al. 2007): 

• High density DM 

• High density, low noise, faster WFS 

• Better optics => excellent wavefront quality 

• Optimized for stability => slow thermal & mechanical drifts 

• Speckle control strategies are fully built in!

Table 4. Table listing (non exhaustive) the zeroth and first generation instruments that pioneered high contrast imaging.
For ground-based near-infrared instruments, the first acronym is usually for the adaptive optics system, while the second
one is for the camera. The type of coronagraph is given in the last column, when available. Note that the contrast
performance of these instruments varies a lot, depending on the instrument design itself and on the observing strategy.
Instruments marked with a † are no longer available. SH stands for Shack-Hartmann WFS. C for curvature WFS.

Instrument Telescope AO Wavelength Ang. res. Coronagraph
(µm) (mas)

WFPC2† HST NA 0.12–1.1 10–100 ...
WFPC3 HST NA 0.2–1.7 17–150 ...
NICMOS† HST NA 0.8–2.4 60–200 Lyot
ACS† HST NA 0.2–1.1 20–100 Lyot
STIS HST NA 0.2–0.8 20–60 Lyot
NAOS-CONICA VLT 16-SH 1.1–3.5 30–90 Lyot/FQPM/APP/VC
VISIR VLT no 8.5–20 200–500 FQPM/VC
COME-ON+-ADONIS† 3.6-m ESO 8-SH 1–5 60–280 Lyot
PUEO-TRIDENT† CFHT 8-SH 0.7–2.5 4–140 Lyot(/CIA)
COMICS Subaru NA 8–25 200–500 ...
HICIAO Subaru 14-C 1.1–2.5 30–70 Lyot
CanariCam GTC NA 7.5–25 150–470 ...
KeckAO-NIRC2/OSIRIS Keck 16-SH 0.9–5.0 20–100 Lyot(/VC, 2015)
LWS† Keck no 3.5–25 70–500 ...
MIRLIN† Keck no 8.0–20 160–400 ...
ALTAIR-NIRI Gemini N. no 1.1–2.5 30–70 Lyot
NICI† Gemini S. 9-C 1.1–2.5 30–70 Lyot
T-ReCS† Gemini S. no 1.1–2.5 30–70 ...
Lyot project† AEOS 30-SH 0.8–2.5 60–140 Lyot/FQPM
PALAO(WCS)†-PHARO Hale 200” 16-SH 1.1–2.5 60–140 Lyot/FQPM/VC
AO-IRCAL Shane 120” 8-SH 1.1–2.5 100–150 ...

Table 5. Table listing (non exhaustive) the zeroth and first generation instruments that pioneered high contrast imaging.
For ground-based near-infrared instruments, the first acronym is usually for the adaptive optics system, while the second
one is for the camera. The type of coronagraph is given in the last column, when available. Note that the contrast
performance of these instruments varies a lot, depending on the instrument design itself and on the observing strategy.
Instruments marked with a † are no longer available. SH stands for Shack-Hartmann WFS. C for curvature WFS.

Instrument Telescope AO Wavelength Ang. res. Coronagraph
(µm) (mas)

P3K-P1640/SDC Hale 200” 64-SH 1.1–2.4 45-90 APLC/VC
SPHERE VLT 40-SH 0.5–2.4 15-55 Lyot/APLC/FQPM
GPI Gemini South 48-SH 0.9–2.4 23-55 APLC
SCExAO Subaru 14-C & 48-P 0.55–2.4 15-55 PIAA/SP/VC
MagAO-Clio2/VisAO Magellan 25-Pyramid 0.55–5 18-160 Lyot(+APP)
LMIRCAM LBT’ 30-Pyramid 2–5 60–120 APP+VC

3. Detection of faint signal in high contrast imaging must rely on diversity and modulation: it indeed appeared
early on that calibration and correction of spurious errors is not sufficient for detecting faint signals against
the background of noise sources. Modulation tremendously helped with detection and now constitutes the
baseline for any strategy (see Section 3.3).

Other important considerations include: flexibility vs science, technical development, funding, chromatism
effects, coronagraph design, ADC, propagation effects, importance of predictive control, image quality metrics,
and error budgets, actuator count vs outer working angle (OWA), DM stability, etc.
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Configuration - environment - telescope interaction

Telescope Location Focus Note

P3K Hale 200-inch CA Cassegrain Equatorial 

mount

LBT LBT AZ Combined ASM

MagAO Magellan Chile Nasmyth ASM, Rotating

SCExAO Subaru Hawaii Nasmyth Modular

GPI Gemini S Chile Cassegrain Small, light weight

SPHERE VLT Chile Nasmyth Heavy, stable 
(damped)



LBTI


 
 

 
 

5. FIRST ON-SKY RESULTS 
After two years of intensive test in labs at Grenoble, the SPHERE instrument and its SAXO AO system has been 

shipped to Paranal Observatory in February 2014, reintegrated and fully retested  in the VLT integration hall (in March 
and April 2014) on the bottom of the mountain and finally installed on the telescope the ten last days of April. SPHERE 
has seen its first on-sky photon the 4th of May and the AO loop has been closed less than 20 min after the beginning of 
operation. The three first week of May have been dedicated to functional tests and very first performance analysis. We 
present here the very first results obtained on-sky, knowing that, they are deduced from the very first data during the 
early days of the instrument commissioning. Exhaustive analysis and full performance assessment will be provided in the 
coming months after the various SPHERE commissioning run (from July to October 2014).  
 
5.1 Classical images 

Let start with classical PSF images (without coronagraph).  

 
SPHERE at the Nasmyth focus of UT3  

Figure 13 [Left] Nice photo of SPHERE on UT3 – [Right] The first SPHERE Hband PSF. Image and circular profile. 
The AO spatial cut off frequency is clearly visible at 840 mas (as expected). Several regime (see text for details) have 
been identified on the image.   

 
Figure 14 Illustration of image and coronagraphic PSF stability. From Left to Right. Two saturated images acquired with 

a 20 min interval. Intensity difference (absolute value). All the data are plotted in log scale 



Wild weather conditions!
J. O’Neal, ESO

+ monsoon, wildfires (+ strikes, bbq) 



Coronagraphs are allergic to dust…



Earthquakes!



Wind shake - Vibrations - M2 control
Sauvage & Fusco et al.
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LBT and Mag AO ASM

Excellent for mid-IR imaging (minimize # of optical surfaces)



SCExAO

Fig. 1.— System level flow diagram of the SCExAO instrument. Thick purple and blue lines depict optical paths while thin
red arrowed lines signify communication channels. Dashed lines indicate that a connection does not currently exist but there
are discussions to establish it in future.

Fig. 2.— Image of SCExAO mounted at the Nasmyth IR platform at Subaru Telescope. To the left is AO188 which injects
the light into SCExAO and at the right, HiCIAO. The FIRST recombination bench can be seen in the foreground.

4

Guyon et al.



Fig. 3.— Schematic diagram of the SCExAO instrument. Top image: shows the layout of the portable calibration source.
Middle image: shows the layout of the visible optical bench which is mounted on top of the IR bench. Bottom image: shows
the layout of the IR bench. Dual head green arrows indicate that a given optic can be translated in/out of the beam.
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Gemini planet imager 
Macintosh et al.
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4. SPHERE DESCRIPTION 
 

As already mentioned, SPHERE consists of four hardware sub-systems, with the Common Path 
and Infrastructure (CPI) that receives the telescope light and feeds the 3 science sub-systems 
ZIMPOL (in visible), IFS and IRDIS (in NIR) with AO-corrected, stabilized, and optionally 
coronagraphic images.  

4.1 Common Path and Infrastructure (CPI) 
 

 
Figure 4 Sketch of the common path optical beam on the main optical bench (in green here) 
feeding the 3 other sub-systems ZIMPOL (in blue), IRDIS and IFS (in red). The main 
components and positions are indicated (see text and acronym list) including in particular: 
the 4 foci where calibration sources can be inserted (green), components directly involved 
for adaptive-optics corrections (sensors and active optics: orange), coronagraphic 
components (dark blue), dichroic beamsplitters (dotted pale blue lines), polarimetric 
components (deep red), and other rotating components (de-rotator, ADCs: purple).  
 

In terms of infrastructures, CPI includes the main bench that supports all the CPI optics and the 
other subsystems. This bench is supported by active (servo-controlled) pods which efficiently damp 
any environmental vibrations on the Nasmyth platform (due to either seismic activity, the whole 
telescope rotation or human activity) and it also contributes to the static alignment of the whole 
bench wrt the VLT output focus. An overall enclosure protects the optics from dust and it passively 
slows down any temperature gradients. This infrastructure also feeds the cryostats and motors with 
required fluids and power.  

In terms of optical parts, the first part, from the entrance focal plane to the second focus (FP2), 
consists of reflective optics and propagates the whole spectral range from 450 to 2320 nm. This 
part, including the beam de-rotator and active optics (pupil tip-tilt mirror PTTM, image tilt mirror 
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took place in Grenoble from 2012 to 2013, as well as the very first on-sky results, obtained in May 2014 on UT3, one of 
the four eight meter class telescope of the VLT.  

A detailed description of SPHERE overall performance will be found in [4] 

2. SAXO DESCRIPTION 
2.1 SPHERE overview 

The SPHERE system aims at detecting extremely faint sources (giant extrasolar planets) in the vicinity of bright stars. 
Such a challenging goal requires the use of a very-high-order performance AO system, a coronagraphic device to cancel 
out the flux coming from the star itself, and smart focal plane techniques to calibrate any coronagraph imperfections and 
residual uncorrected turbulent or static wavefronts. The detection limit for the SPHERE instrument is 10-6 (i.e,15 
magnitudes between star and the planet) with a goal around 10-8. There is no direct link between the AO system 
performance and the final detectivity of the instrument; nevertheless, the impact of AO on the final performance is 
related to the performance of the coronagraph. A better AO correction leads to a better coronagraph extinction and 
therefore leads to the following improvements in system performance:  

•  a  reduction  of  the  photon  and  flat-field noises (i.e., a gain in Signal-to-Noise Ratio for a given integration time)  

•  a  reduction  of  the  static  speckle  (through  the  reduction  of  airy  pattern  intensity  due  to  the  coronagraph  optimization). 

These reductions are important from the global system performance point of view, and the optimization of the 
coronagraph rejection is a main goal of the SPHERE system. It of course requires the use and the optimization of an 
XAO system, as presented in the following. Nevertheless, the ultimate detection limit will be achieved through an 
extreme control of system internal defects (non-common path aberrations (NCPAs), optical axis decentering, vibrations, 
coronagraph and imaging system imperfections, and so on). This ultimate control will also be partially ensured by the 
AO system through the use of additional devices in the AO concept To meet the requirements (and hopefully the goal) in 
terms of detection (AD3) the proposed design of SPHERE (see AD1) is divided into four subsystems, namely, the 
common path optics and three science channels. The common path includes pupil-stabilizing fore-optics (tip-tilt and 
derotator) where insertable polarimetric half-wave plates are also provided, the SAXO XAO system with a visible 
wavefront sensor, and near infrared (NIR) coronagraphic devices in order to feed the infrared dual-imaging spectrograph 
(IRDIS) and the integral field spectrograph (IFS) with a highly stable coronagraphic image in the NIR. The three 
scientific channels gather complementary instrumentation to maximize the probability of exoplanet detection and to give 
us access to a large range of wavelengths and information (e.g., imaging, spectra, and polarization).  

The concept behind this very challenging instrument is illustrated in Figure 1, where the common NIR-Vis beam is 
indicated in orange, the exclusively NIR beam is indicated in red, and the exclusively Vis beam is indicated in blue. 

 
Figure 1 Global concept of the SPHERE instrument, indicating the four subsystems and the main functionalities within 
the common path subsystem. Optical beams are indicated in red for NIR, blue for Vis, and orange for common path 
 

Beuzit et al. 2014



Wavefront sensing

Shack-
Hartmann

Spatial 
filter Pyramid Modulation Curvature

P3K x x

LBT x x

MagAO x x

SCExAO x AO188

GPI x x

SPHERE x x(*)



Shack-Hartmann vs Pyramid WFS

L26 R. Ragazzoni & J. Farinato: Sensitivity of a pyramidic Wave Front sensor in closed loop Adaptive Optics

Fig. 4. The gain in limiting magnitude for different Q = D/r0 cases.

ferent. The ratio of Eqs. (6) and (7) leads directly to an estimate
of the gain ∆m in the limiting magnitude:

∆m = −2.5 log

(

σ2
P

σ2
SH

)

(8)

In Fig. 4 a plot of∆m(Q) is given forQ ranging from 20 to 500.
The first figure can be considered as characteristic of aD = 4m
class telescope under a median seeing of 0.5′′. The latter one
represent the case of a giant D = 100m telescope under the
same seeing conditions.

5. Conclusion

In the case where N ≫ 1 the pyramidic WFS appears to be
much more sensitive than the SH one. This makes this WFS
very attractive for high order Adaptive Optics system and
especially for extremely large apertures (Gilmozzi et al., 1998;
Mountain, 1997). It is also noticeable that a substantial increase
of limiting magnitude can extend reliability of multiple NGS
concepts (Ragazzoni, 1999). A key problem, however, is rep-
resented by the ability of such a system to effectively bootstrap
(Farinato, Marchetti & Ragazzoni, 1996) or, in other words,
to close the loop under poor SNR conditions experienced during

open loop (although one time the loop would be successfully
closed the system could easily retain such a status). A possible
solution could be to close the loop using at the beginning a poor
sampling of the pupil (this can be easily done in the pyramidic
WFS, allowing also to minimize effects of detector read out
noise). This will translate into a low–order correction that will
shrink a bit the used reference. This could allow an increase in
the pupil sampling and, by successive iterations, to effectively
close the loop up to the highest possible mode. Finally, we also
point out that Laser Guide Stars references will not benefit from
such a gain, unless they are fired using the whole telescope
aperture through the AO system, that is unlikely for several
reasons. Of course the pyramidic WFS, in the latter case, will
retain the other known practical advantages.

Acknowledgements. Thanks are due to Francois Rigaut, Simone Es-
posito, Patrizio Patriarchi and Armando Riccardi for the useful discus-
sions, and to Rob Donaldson for the supervision of the English text.
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SH lenslet
array

Detector Detector

Pyramid
Pupil Lens

λ/D

λ/r0

Fig. 1. The SH (left) and the pyramidic (right) WFS compared; both
the WFS are shown in the perfectly close loop situation. When a tilt of
the order of λ/D is introduced the efficiency of the pyramidic WFS is
much larger because it acts after the recombination of the whole pupil
light. In fact the movement of the spot is comparable to its size, while
in the SH case all the spots will move of a fraction of their size.

consider a tilt of the wavefront of λ/D. Such a perturbation is
big enough to destroy high Strehl ratios on the scientific focal
plane of the telescope. The coherent displacement of the SH
spots will be roughly equal to r0/D ≈ 1/N of their size. On
the other hand, in the pyramidic case the spot will move almost
to one side of the pyramidic facets; assuming that the displace-
ment moves in the same direction of one of the pyramidic edges,
two pupils will be essentially unilluminated while the other two
will be mostly completed illuminated (see also Fig. 1).

The estimation of the tilt from the averaging of all the SH
spots, or by averaging the illumination of the four pupils in
the pyramidic WFS will be affected by very different error. In
the first case, in fact, the N2 independent estimates will pro-
duce a final error on the tilt estimation given by σSH−tilt =
(λ/Nr0)2/n∗.

Recalling the meaning of N one can easily work out:

σ2
SH−tilt =

(r0

D

)2
(

λ

r0

)2 1

n∗
=

(

λ

D

)2 1

n∗
(1)

In the Pyramidic case the behavior will be almost identical to
the one of a quadrant sensor located on the focal plane of the
diffraction–limited whole aperture of the telescope, collecting
the whole light of the telescope in a single diffraction limited
spot as σ2

P−tilt = (λ/ND)2/n∗.
The last result can be expressed in terms of Eq. (1):

σ2
P−tilt =

(r0

D

)2
(

λ

D

)2 1

n∗
= σ2

SH−tilt

(r0

D

)2
(2)

obtaining in this way a direct comparison of the two residuals.
It is clear from Eq. (2) that the pyramidic WFS has a very huge
gain in sensitivity, especially for large telescopes.

How does this extend to any other Zernike polynomial?
It has to be recalled that diffraction limit (resolution power

of ≈ λ/D) is a direct consequence of Heisenberg uncertainty
principle; in fact the uncertainty on the measurement of the
momentum of the photon along the focal plane is directly linked
to the uncertainty on its entrance pupil position; the product of
the latter with the uncertainty on the position of the same photon
on the focal plane is limited.

In other words any measurement aimed to identify the lo-
cation on the pupil of a photon approaching the focal plane in

such a situation will destroy to some extent the λ/D resolving
power capability.

For instance, when full diffraction limit is obtained, there
is no way to get information on how the light coming onto the
telescope is distributed on the pupil. In this case in fact the im-
ages on the four pupils are completely smeared out.When a tiny
departure from this condition is accomplished, there should be a
direct relationship between the size of the zone on the incoming
pupil where the aberration measurement is taking place and the
corresponding spot size. This means that in Eq. (1) one should
replaceD with ω, the latter being the typical scale of the sensed
mode. For tilt, just ω = D. Generally speaking, a Zernike poly-
nomial of radial degree q will exhibits a scale length of the order
of ω = D/q. A reasonable guess is to estimate the error of the
pyramidic WFS for a Zernike polynomial of q–th radial order,
as given by:

σ2
P−Z(q) ≈

(qr0

D

)2
σ2

SH−Z(q) (3)

that is equivalent to assume that the sensitivity of the sensor
is inversely proportional to the second power of the focal spot
linear dimension. A statement already pointed out, concerning
only the tilt term, by Sandler et al., 1994. It is remarkable that
the gain at the largestmodes is unchangedwith respect to the SH
case. However the final error budget will still benefit from the
compensation of low order modes (which are sensed in the SH
case with the same sensitivity of the highest one) and it is rea-
sonable to expect that a substantially fainter limiting magnitude
is obtained assuming a fixed WF residual. The shape of Kol-
mogorov spectra is, in this case, helpful because it will weight
more the lowest modes, the ones which more benefit from this
WFS.

3. A numerical simulation

In order to investigate the effect of pupil delocalisation under
realistic circumstances and to confirm the reasoning that leads
to Eq. (3) we developed code to simulate the pyramidic WFS
including diffraction effects. We generate a wavefrontW (ρ, θ)
defined onto a normalized pupil as a complex function whose
modulus is unit in a region limited by a circular aperture with
a central obscuration characterized by a linear obstruction ratio
ε = 0.3. Mapping this pupil onto a small subset of a larger ma-
trix and by Fourier transforming this one obtains, for instance,
the electric field intensity at the focal plane position. At this
stage, taking the squared modulus of the complex amplitude
of the electric fields, one could obtain the related Point Spread
Function. The ratio between the size of the large matrix and the
size of the pupil embedded in it, gives the resolution of the re-
sults, in terms of Airy size.We used, for instance, a 1024×1024
matrix where a 128×128 pupil is embedded. In this way a λ/D
is mapped in roughly 8 pixels, allowing for a proper sampling
of the edge of the pyramidic facets, being their resolution nearly
one order of magnitude better than the diffraction limit. In the
(complex) electric field space we masked all but one quadrant
of the matrix for each of the four quadrants. By inverse Fourier
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the order of λ/D is introduced the efficiency of the pyramidic WFS is
much larger because it acts after the recombination of the whole pupil
light. In fact the movement of the spot is comparable to its size, while
in the SH case all the spots will move of a fraction of their size.

consider a tilt of the wavefront of λ/D. Such a perturbation is
big enough to destroy high Strehl ratios on the scientific focal
plane of the telescope. The coherent displacement of the SH
spots will be roughly equal to r0/D ≈ 1/N of their size. On
the other hand, in the pyramidic case the spot will move almost
to one side of the pyramidic facets; assuming that the displace-
ment moves in the same direction of one of the pyramidic edges,
two pupils will be essentially unilluminated while the other two
will be mostly completed illuminated (see also Fig. 1).

The estimation of the tilt from the averaging of all the SH
spots, or by averaging the illumination of the four pupils in
the pyramidic WFS will be affected by very different error. In
the first case, in fact, the N2 independent estimates will pro-
duce a final error on the tilt estimation given by σSH−tilt =
(λ/Nr0)2/n∗.

Recalling the meaning of N one can easily work out:
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In the Pyramidic case the behavior will be almost identical to
the one of a quadrant sensor located on the focal plane of the
diffraction–limited whole aperture of the telescope, collecting
the whole light of the telescope in a single diffraction limited
spot as σ2
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The last result can be expressed in terms of Eq. (1):
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obtaining in this way a direct comparison of the two residuals.
It is clear from Eq. (2) that the pyramidic WFS has a very huge
gain in sensitivity, especially for large telescopes.

How does this extend to any other Zernike polynomial?
It has to be recalled that diffraction limit (resolution power

of ≈ λ/D) is a direct consequence of Heisenberg uncertainty
principle; in fact the uncertainty on the measurement of the
momentum of the photon along the focal plane is directly linked
to the uncertainty on its entrance pupil position; the product of
the latter with the uncertainty on the position of the same photon
on the focal plane is limited.

In other words any measurement aimed to identify the lo-
cation on the pupil of a photon approaching the focal plane in

such a situation will destroy to some extent the λ/D resolving
power capability.

For instance, when full diffraction limit is obtained, there
is no way to get information on how the light coming onto the
telescope is distributed on the pupil. In this case in fact the im-
ages on the four pupils are completely smeared out.When a tiny
departure from this condition is accomplished, there should be a
direct relationship between the size of the zone on the incoming
pupil where the aberration measurement is taking place and the
corresponding spot size. This means that in Eq. (1) one should
replaceD with ω, the latter being the typical scale of the sensed
mode. For tilt, just ω = D. Generally speaking, a Zernike poly-
nomial of radial degree q will exhibits a scale length of the order
of ω = D/q. A reasonable guess is to estimate the error of the
pyramidic WFS for a Zernike polynomial of q–th radial order,
as given by:
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SH−Z(q) (3)

that is equivalent to assume that the sensitivity of the sensor
is inversely proportional to the second power of the focal spot
linear dimension. A statement already pointed out, concerning
only the tilt term, by Sandler et al., 1994. It is remarkable that
the gain at the largestmodes is unchangedwith respect to the SH
case. However the final error budget will still benefit from the
compensation of low order modes (which are sensed in the SH
case with the same sensitivity of the highest one) and it is rea-
sonable to expect that a substantially fainter limiting magnitude
is obtained assuming a fixed WF residual. The shape of Kol-
mogorov spectra is, in this case, helpful because it will weight
more the lowest modes, the ones which more benefit from this
WFS.

3. A numerical simulation

In order to investigate the effect of pupil delocalisation under
realistic circumstances and to confirm the reasoning that leads
to Eq. (3) we developed code to simulate the pyramidic WFS
including diffraction effects. We generate a wavefrontW (ρ, θ)
defined onto a normalized pupil as a complex function whose
modulus is unit in a region limited by a circular aperture with
a central obscuration characterized by a linear obstruction ratio
ε = 0.3. Mapping this pupil onto a small subset of a larger ma-
trix and by Fourier transforming this one obtains, for instance,
the electric field intensity at the focal plane position. At this
stage, taking the squared modulus of the complex amplitude
of the electric fields, one could obtain the related Point Spread
Function. The ratio between the size of the large matrix and the
size of the pupil embedded in it, gives the resolution of the re-
sults, in terms of Airy size.We used, for instance, a 1024×1024
matrix where a 128×128 pupil is embedded. In this way a λ/D
is mapped in roughly 8 pixels, allowing for a proper sampling
of the edge of the pyramidic facets, being their resolution nearly
one order of magnitude better than the diffraction limit. In the
(complex) electric field space we masked all but one quadrant
of the matrix for each of the four quadrants. By inverse Fourier
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Fig. 2. In this plot the returning normalized Peak to Valley signal is
given with respect to a Zernike polynomial wavefront of λ/20 Peak to
Valley. Sampling of the pupil is made with a 128 × 128 array.

transformation and again taking the squared modulus of the ob-
tained electric field, the illuminations on the four quadrants of
the pyramidic WFS are obtained. Combining these in the usual
way (Ragazzoni, 1996) as for the SH–WFS, the estimate of the
wavefront derivative is obtained. The latter can be compared to
the derivatives of the original wavefront used in the simulation.
In Fig. 2 we plot the normalized Peak to Valley signal vs. a spe-
cific Zernike polynomial for a given radial order.We taken these
as representative of a specific rank of pupil sampling. The sig-
nal∆I/I is expected to be proportional to the derivative of the
wavefront assuming the geometrical rays approximation holds.
The derivative of the incoming WF, however, is proportional to
q and the constancy of the signal in Fig. 2 is to be interpreted
as the proportionality mentioned above is attenuated by a factor
nearly proportional to q−1. This is also a direct verification of
Eq. (3).

4. Limiting magnitude gain estimate

The arguments presented in the previous sections give the evi-
dence that a gain in terms of limitingmagnitude can be achieved
using the pyramidic WFS. In the following we quantify such a
gain compared with a SH basedWFS. We assume that the same
reconstructor is applied to both the WFSs, assuming they are
measuring the first derivative of the wavefront, as in the ge-
ometrical approximation. Hence, no speculations are made a
better way to comply with the different behaviors of the two
WFSs (and, in addition, a reconstructor based upon the SH is
assumed). The noise propagation coefficients pi, in the SH case,
for each i–th Zernike mode Zi characterized by an azimuthal
order n and a radial order m, is given by (Rigaut & Gendron,
1992):

pi = 0.295(qi + 1)−2.05 (n = m)
pi = 0.174(qi + 1)−2 (n /= m)

(4)

The total variance of the WF estimation is given by:

Fig. 3. Solid line: pi vs. the radial order q for the SH case; dotted line:
the same for the pyramidic case; dashed line: the same scaled in order
to have the same integral area for the WF residual error.

σ2
SH = σ2

ph

M
∑

i=1

pi (5)

where σ2
ph is the photon noise error in the WFS, proportional

to n∗−1 and M is the rank of the highest Zernike polynomial
considered. Relationship (9) can be explicitlywritten in terms of
the radial orders q ranging from 1 to the maximum radial order
Q = D/r0 under the assumptions given in this Letter. Recalling
that, for each radial order q, there are 2modes corresponding to
n = m and (q − 1) corresponding to n /= m, one can rewrite
Eq. (5) as:

σ2
SH = σ2

ph

∑Q
q=1 [ 0.590(q + 1)−2.05+

+ 0.174(q − 1)(q + 1)−2
]

(6)

On the other hand the last relationship is to be corrected for the
pyramidic case multiplying it by a term (q/Q)2 (accordingly to
Eq. (3)) leading in this way to:

σ2
P = σ2

ph

∑Q
q=1

(

q
Q

)2
[ 0.590(q + 1)−2.05+

+ 0.174(q − 1)(q + 1)−2
]

(7)

In Fig. 3 the two relationships in the argument of the summations
are plotted versus q for the case of Q = 40 corresponding, for
instance, to a somewhat realistic case of D = 8m and r0 =
0.2m.

Eq. (6) and (7) can be numerically evaluated for several val-
ues ofQ. In order to have the same residual WF variance, hence
the same Strehl ratio in the compensated image, the two summa-
tions should have identical values. This can be accomplished by
a degradation of σ2

ph, corresponding to a weaker requirement in
terms of collected photons. For a matter of comparison, in Fig. 3
it is also plotted the relationship for the pyramidic WFS scaled
in a way to have the same integral value. It is to be pointed out
that the spectra of the residuals are however substantially dif-

LE
TT
ER

Ragazzoni & Farinato 1999

Pyr

SH



Spatial filtering for SH WFS

λ/d to SH

 
 

 
 

Observing an astrometric field in ADI mode (with pupil stabilization) has allowed us to demonstrated that non-
atmospheric speckle (static) are really stable and can be accurately removed by the ADI procedure. The AO corrected 
area is shown with the green circle. Focal plane residue does not show any speckle like features.  
  
5.3 Impact of the SH spatial filter  

Now, lets go back to the spatially filtered SH. The goal of this device is to remove the aliasing effects in the WFS 
measurements [7], [8]. Figure 17 shows the very nice behavior of coronagraphic images (i.e. the increase of AO 
correction and ultimate performance) as a function of the spatial filter size.The gain brought by the Spatially filtered SH 
is  up  to  a  factor  3.  We  have  managed  to  go  down  to  1.1  λ/d  which  is  close  to  the  theoretical  limit  and  which  allows  us  to  
have a real aliasing free WFS  

 

 
 

 

6. SOME  NICE  IMAGES  …  AND MORE TO COME  
A detailed description of SPHERE overall SPEHRE performance (in terms of final contrasts and detectivity aspects) will 
be found in [4]. In this section we only show some nice images obtained during the first commissioning. The have been 
post processing (either using ADI or deconvolution processes). The final results show the very good AO efficiency and, 
more importantly, its extremely good stability with time.  

Figure 17 Evolution of the coronagraphic images as a function of the spatial filter size. Up : images, Down : 
coronagraphic profiles 

SPHERE 
SF-SH on sky! Fusco et al. 2014

Poyneer & Macintosh 2006



Spatial filtering is critical for high contrast

 
 

 
 

The very first PSF data acquired on SPHERE (on H band) shows very nice behavior with a clear diffraction limited area,  
a very well defined AO curt-off frequency at its expected location (840 mas in radius in H band). The various regimes 
are illustrated in Figure 13.  

A very first analysis of the PSF stability has been made on 20 min non-coronagraphic images (illustrated in Erreur ! 
Source du renvoi introuvable.).  An extremely good stability  of  the  AO  correction  as  well  as  of  the  residual  “static”  
speckle is demonstrated. The SR for these data (obtained on an unsaturated PSF) is 83 % for a seeing of 0.7 arcsec.  

5.2 Coronagraphic images 

Even though classical PSF are interesting for a very first analysis of the SAXO loop behavior, the main SPHERE mode 
is coronagraphy. Removing the diffraction pattern with a coronagraph allows us to go deeper into the fine analysis and 
understanding of the SAXO performance and stability.  

Let us first illustrate the coronagraphic mode with 3 beautiful images (see Figure 15) obtained at 3 wavelengths (H, J 
and Y in nominal SAXO operation (meaning that all the AO feature were applied: Kalman filtering on TT, modal gain 
optimization, anti-wind up and garbage collection, spatial filter closed at its optimal value, IR loop engage for fine 
centering on the coronagraph and pupil stabilization). The expected speckle evolution with wavelengths (as well as the 
size of the corrected area) is clearly visible on the data. The cleaning of the corrected area (and in particular the very 
strong dark region) is particularly impressive. The spatially filtered SH impact is essential here. We will come back on 
this specific SAXO feature in the next section.  

 
Figure 15 Coronagraphic images obtained at 3 wavelengths (from left to right : H, J and Y bands). Classical images have 
also been acquired and SR for each band is estimated to 80, 70 and 60 % respectively. Seeing has been estimated  to  0.7” 

 
Figure 16 Coronagraphic and ADI observation of HR165054. Full observation = 20 min  

 

H J Y

Fusco et al. 2014



Low-noise cameras

• EMCCD allows for very low readout noise 

• Super-sensitive WFS
 
 

 
 

 
Figure 11 SR ratio as a function of GS magnitude (R band) for various SPHERE wavelengths (and thus SPHERE 

configuration in terms of beam-splitting between WFS and scientific paths) 
 
4.3 SAXO performance in poor (large seeing and wind speed) conditions  

In this section, the performance (as well as the robustness) of the system is studied in the poor condition regime, i.e. a 
seeing of 1.12 arcsec and two wind speed values of 12.5 and 30 m/s. These measurements have been performed in good 
T° conditions (< 17°) so that the DM had a relatively good shape at rest. First of all, despite some actuators in saturation 
(well handled by the anti-wind up and Garbage Collector processes), the loop was stable and robust during all the 
acquisition process (a few tens of minutes). 

Seeing = 1.2 – wind speed = 12.5 m/s Seeing = 1.2 – wind speed = 30 m/s 

 
SR = 85.5 %  ± 2 % SR = 73.3 %  ± 2 % 

Figure 12 Classical PSF for poor conditions 
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DM technology

LODM HODM ASM

P3K PMN, Xinetics

(241)

PMN, Xinetics

(3k)

LBT Voice coil

(672)

MagAO Voice coil

(585)

SCExAO Bimorph 

(188)

MEMS, BMC

(2k)

GPI PZT, CILAS

(97)

MEMS, BMC

(2k)

SPHERE PZT, CILAS

(1.6k)
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In the early 1990s, thanks to the technological progresses made in the field of real-time computers and optics, the 
concept of large secondary DMs has been introduced; it is based on the use of voice coil actuators controlling the shape 
of a thin optical shell. The MMT and the LBT are already equipped with such secondary DMs and so will be the VLT. 

Latter in the 1990s a new category of DMs appeared following the advent of MEMS technology: very compact, light 
weighted, low drive voltage hardware which can take advantage of economies-of-scale to bring significant cost 
reductions. 

And finally more recently, first prototypes of optically addressed DMs were manufactured and few test results reported 
in the literature. The main interest of this new concept is to allow for wireless high degrees of freedom DMs. 

These different kinds of DMs are described in the following sections. 

3.1 Stacked array DMs 

Stacked array DMs are using ferroelectrics actuators made of stacks of individual plates or disks (see Figure 1). The 
ferroelectrics material can be either of piezoelectric or electrostrictive form. Lead zirconate titanate Pb(Zr, Ti)O3 (PZT) 
and lead magnesium niobate Pb(Mg1/3Nb2/3)O3 (PMN) are respectively the most commonly used piezoelectric and 
electrostrictive materials The physics of the piezoelectric or electrostrictive effects is beyond the scope of this paper and 
will not be recalled; the reader is invited to refer to the chapter 4.2 of [5] for more details. 

 
Figure 1. Stacked array DM concept. An optical head is assembled on top of an array of ferroelectric actuators. Each 

actuator is made of a stack of plates. Electrodes are deposited between each plate. The array of actuators is glued on a 
rigid base plate (courtesy CILAS). 

When applying an electric field to a ferroelectric plate, it is possible to change its dimension. Elongation in the direction 
of the electric field is known as the longitudinal effect when the electric field is parallel to the poling axis of the material 
while the transverse effect is referring to an electric field perpendicular to this poling direction. For stacked array 
mirrors, the longitudinal effect is at play. 

PZT is a poled ceramic whose longitudinal elongation is proportional to the applied voltage following ο݁ ൌ ݀ଷଷܸ where 
ܸ is the applied voltage and ݀ଷଷ is the longitudinal piezoelectric coefficient. For hard piezoelectric materials which show 
a small hysteresis, ݀ଷଷ is of the order of 0.3 Pm/kV. Using stacks of PZT plates amplifies the elongation as a function of 
the number of plates used. For example, PZT actuators made out of 40 plates can provide a ±5 Pm stroke for a ±400 V 
control voltage. Piezoelectric properties of PZT are almost insensitive to temperature, within the usual observatory 
temperature range. 

PMN is a non-poled ceramic whose longitudinal elongation is proportional to the square of the applied voltage and is 
inversely proportional to the thickness of the plate following ο݁ ൌ ܽ ቀܸଶ ݁ൗ ቁ with ܽ the electrostriction coefficient and ݁ 
the thickness of the plate. By designing properly the drive electronics, it is possible to “linearize” the behavior of the 
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PMN. One interesting feature of the PMN material is that stacked actuators can be manufactured using a process similar 
to the one employed in the multilayer capacitor industry, allowing massive production of actuators and reducing 
dramatically their cost. Individual equivalent plate thickness can be as small as 150 Pm leading to very compact 
actuators. Usually, PMN actuators are driven between 0 and 150 V and can deliver up to a 10 Pm stroke. Electrostrictive 
properties of PMN are well known to be temperature sensitive; for example the PMN is almost hysteresis free at 20°C 
while it can go up to 10% at 0°C. 

Stacked array DMs are made of a reflective optical plate assembled on an array of stacked actuators lying on a rigid base 
plate (see Figure 1). The actuator pitch is linked to the actuator stroke: the more the stroke, the longer the actuator, the 
larger its section (shear stiffness) and the larger the pitch. Typically, pitches down to 5 mm can be safely obtained for 10 
Pm strokes. Once assembled, the DM is very stiff thanks to the individual stiffness of the actuators. This allows 
polishing its reflective surface following classical optical shop processes. This is also why the first eigen frequencies are 
far above 10 kHz, allowing for very short response times very often limited by the associated drive electronics. By 
carefully selecting the optical plate and the rigid base plate materials, DM athermalization can be obtained. 

The design of stacked array DMs can be tuned to almost any need of the customer (very large number of actuators, small 
pitches, rectangular or hexagonal geometry…) making them suitable to any AO system. The main drawbacks of this 
technology are the high driving voltages requiring bulky electronics racks and large bundles of cables in case of multi 
thousands actuators, the creep inherent to the ferroelectric material, a long lead time and the cost. However, their high 
stiffness, high reliability, large stroke, excellent accuracy, high resonant frequencies and flexibility in actuator geometry 
are making this technology the most attractive for AO applications including ELTs to date. 

3.2 Bimorph DMs 

Bimorph DMs are based on the transverse piezoelectric effect. The bimorph concept is described in Figure 2. 

When a control voltage is applied to one electrode, it creates locally an electric field which in turn induces a local 
transverse elongation in one wafer while the second one shows a corresponding contraction. This creates locally a 
bimorph effect giving rise to a curvature. Applying a given set of voltages to the bimorph DM allows controlling the 
shape of its optical surface. 

 
Figure 2. Bimorph DM concept. Two disks of polarized piezoelectric material are bonded together; an array of control 

electrodes is placed in between. On top and bottom of this sandwich, a glass plate is glued; one is used as a reflective 
surface, the other one is there to athermalize the DM. A ground electrode is deposited between the top/bottom of the 
sandwich and the glass plates (courtesy CILAS). 

Let’s call ݈ the length of the electrode and ݐ the thickness of one individual wafer, the transverse elongation in each wafer 
is given by ο݈ ൌ േ�ܸ݀ଷଵ ݈ ൗݐ  with ݀ଷଵ the transverse piezoelectric coefficient. This corresponds to a radius of curvature 
ܴ ൌ ݈ݐ ʹο݈ൗ ൌ ଶݐ ʹܸ݀ଷଵൗ . The radius of curvature does not depend on the electrode size, while the stroke depends on the 

diameter ݀ of the considered area following ߜ ൌ ݀ଶ Ͷݐଶൗ ܸ݀ଷଵ. This bending effect is competing with the local PZT 
induced variation of the wafer thickness and it can be shown (section 4.2.5 of [5]) that the diameter of each electrode has 
to be at least four times the wafer thickness to get an efficient bimorph effect. 

It is worth noting that the spectrum of a bimorph deformation decreases as ݇ିଶ matching pretty well the one of the 
atmospheric aberrations (݇ିଵଵ ଺Τ ), making bimorph DMs excellent candidates for AO applications. 

Bimorph DMs manufacturing process is much simpler than stacked array ones. There is no need to manufacture rows of 
actuators; one “simply” has to deposit an electrode pattern on a PZT wafer, to glue it to another one, to deposit a ground 
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electrode on both sides of the sandwich and eventually to glue a thin optical plate on both sides. As very often, Devil is 
in the details which will not be described there… Bringing the wires to the electrodes is one of these details as well as 
the polishing process of such thin optical device. 

From a mechanical perspective, a bimorph DM is a thin circular plate that needs to be supported at its periphery by only 
three points to avoid introducing constraints and degrading its deformation capabilities. The first eigen frequencies of a 
bimorph DM are not given by the plate itself (typically few kHz) but by its mechanical mount. Resonances in the range 
of few hundreds Hz are very often observed. 

The diameter of a bimorph DM has to be small enough to avoid resonance frequencies within the AO control bandwidth. 
This limits to a few hundreds the total number of electrodes within the clear aperture. 

The main drawbacks of this technology are the high driving voltages requiring bulky electronics racks, the creep inherent 
to the ferroelectric material, low resonant frequencies and an actuator number smaller than 200 to 300; this technology is 
not suited to 40m class telescopes. However, their high reliability, large stroke, excellent accuracy, reasonable lead time 
and moderate cost are making this technology very attractive for up to 10m diameter telescopes. 

For more details about the bimorph technology, the reader is invited to refer to the chapter 4.2.5 of [5]. 

3.3 Voice-coil actuator DMs 

Voice-coil actuator technology is used to build large secondary DMs (see Figure 3). It is based on the use of a thin (less 
than 2 mm) optical shell “floating” on a magnetic field created by a dense array of voice coil actuators. This is made 
possible by gluing permanent magnets on the rear face of the thin shell. The actuators are attached on a thick metallic 
plate (cold plate) which is also used to dissipate the heat generated by the voice coil to a cooling circuit. The actuators 
are going through a thick and very stable glass plate (reference body) and are facing the magnets glued on the thin shell. 

 
Figure 3. Voice-coil actuator DM. The concept is based on the use of a thin optical shell “floating” on a magnetic field 

created by a multi voice-coil actuator array. On the left-hand side a picture of the LBT secondary DM is presented, with 
the thin shell lying on its supporting tool. On the right-hand side, a cut-off of a voice coil actuator is shown (courtesy 
Microgate and ADS) 

When a current is sent through a voice coil, a magnetic field is generated and creates a force which interacts with the 
associated thin shell magnet: the thin shell is deformed locally. To control the shell in position, a local contactless 
capacitive sensor is associated with each actuator; it measures locally the distance between the rear face of the thin shell 
and the front face of the reference body. These measurements are processed at frequencies in the range of 80 kHz thanks 
to a real-time computer based on on-the-shelves DSP boards. The average operating distance between the thin shell and 
the reference body is of the order of 50 to 70 Pm. These local control loops increase the axial stiffness of the actuators, 
damping the resonance frequencies of the DM. Additionally, a global force feedforward allows fast response without 
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an intermediate flexible support actuated by electrostatic or electromagnetic fields. They all share the characteristics of 
sub millimeter pitch, low power consumption, capabilities to very high number of actuators and low mass. 

 

 

Figure 5. MEMS DM electro-mechanical concepts. Left: a continuous face sheet membrane is attached to an intermediate 
diaphragm whose local radius of curvature is controlled through an electrostatic field created by electrodes (courtesy 
Boston Micromachines Corporation). Center: the DM is made of individual segments, each of them being bonded to a 
platform supported by three flexures; three electrodes located beyond each platform can create three independent 
electrostatic fields allowing controlling the tip-tilt and the piston of each segment (courtesy Iris AO, Inc). Right: a 
continuous face sheet membrane is attached to intermediate flexures supporting a permanent magnet in front of which 
magnetic actuators are located (courtesy ALPAO). 

Depending on the electro-mechanical concept at play, the internal features of the DM can be different. When actuation is 
based on electrostatic fields, the displacement of the membrane is proportional to the square of the applied voltage and 
requires applying up to 200 V to get a 5 to 8 Pm stroke. Linearization of the control can be included in the DM drive 
electronics. If magnetic fields are used to deform the membrane, the displacement of the reflective surface is 
proportional to the applied voltage and low order mode strokes as high as 50 Pm can be obtained for ±1 V control 
voltage. In both cases, there is no hysteresis and the overall mechanical behavior of the DM is insensitive to external 
temperature within the usual observatory thermal range. 

Besides cost reduction and compactness, one important interest in MEMS technology is the scaling capability to multi 
thousands of actuators. Thanks to the photolithographic manufacturing process, increasing the number of actuators 
“simply” requires repeating the CAD generated mask. However, increasing the number of actuators also means 
increasing the number of control wires. In most of the cases wirebonding techniques are used to interconnect the DM 
wafer to its ceramic chip carrier; this requires to trace all the wires to the periphery of the substrate whose size has to 
grow very fast. At the end of the day, only few wafers can be manufactured in a single batch, which make them more 
sensitive to microscopic defects of the substrate. The yield is reduced and the associated cost of a single device increases. 
It is worth noting that the development time and associated cost also increases. 

The main drawbacks of this technology are the small interactuator pitch, the limited stroke and the presence of an optical 
window in front of the DM; it has to be noted that depending on the electro-mechanical concept of the DM, not all the 
drawbacks are present at the same time. However, their large number of actuators, reliability, excellent accuracy, long 
term stability (no creep effect), short response time and reasonable price make this technology a very good candidate for 
XAO and MOAO in a woofer-tweeter arrangement; sub mm pitch DMs are well suited to up to 10m class telescope, 
while electro-mechanical design allowing for more than 1 mm pitch can be used for ELTs. 

For more details about the MEMS technology, the reader is invited to refer to [10], [11], [12]. 

3.5 Optically addressed DMs 

One of the major problem DM manufacturers have to deal with when talking about multi thousands actuators is the 
cabling. Actual status is that connectorized wire bundles are now close to be larger than the DMs themselves which is a 
nightmare for the AO module opto-mechanical designers. One solution to solve this issue is to optically address the DM. 
This was initially proposed [14] and patented [13] in the early 1990s. 

This concept first found an application in the field of large screen displays or infrared scene projectors. In the mid of last 
decade, thanks to the advent of ELT projects and to the strong interest in XAO systems, a new kick was given to using 
this technology for the development of high degrees of freedom DMs. 

This concept is based on the coupling between a micromachined membrane DM and a photoconductive substrate. When 
illuminated, the substrate converts incoming photons into electrical charges which in turn deflects the thin membrane 
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Dead actuators are contrast killers

 
 

 
 

3.3 The High Order deformable mirror issues  

This section is dedicated to the DM problems that have been identified as the highest risk item in the SPHERE system. It 
briefly describes the various DM issues as well as the mitigation procedures proposed by the consortium. 
The HODM has been provided by the CILAS Company. It had to fulfill the following high specifications  
- 41x41 actuator with a rectangular pitch (4.5 and 4.7 mm) to match SPHERE optical design 
- 1.5  m of mechanical interactuator stroke 
- 10  m mechanical stroke with a shape at rest lower than 1 µm 
- No dead actuator (and in particular no stuck actuator) 
- High temporal response : BW > 1kHz (no resonance below 5 kHz) for ALL the actuators 
- Operation conditions : up to 90% of humidity and 0° - 30°C 
Most of the specifications are not fulfill with the current DM (in italic). Although the system performance is barely 
affected by the current BW limitation, the shape at rest (and especially its evolution with T°) and the DM dead actuators 
(up to 17 at the moment this paper is written) represent the most severe limitations and medium / long term risks of the 
SPHERE system. 
3.3.1 The dead actuators: impact and mitigations 
The HODM dead actuators term gathers three classes of actuators: the ones with short-circuit, the ones with contact 
issues (between wires and piezo material) and the ones with extremely slow response (i.e. a very high resistance). All 
combined, they number has grown from 7 (at the very beginning of the AIT in 2010) to 17 (at the time we are written 
this paper). This increase is mainly due to DM operation in humidity condition larger than 50 % and high T°. Therefore, 
an active dry system (Nitrogen laminar flow into the DM itself) allowing to reduce the humidity down to less than 50 % 
has been added. Since then (9 months), there was no new dead actuators.  

Considering the HODM design, any operation on these actuators is almost impossible and thus the system has to live 
with them. It has been demonstrated (both in simulation and in labs) that the impact on performance of such a number of 
dead (stuck to a 0 position) actuator is a killer from a contrast point of view.  

Therefore, adopting a strategy proposed by the Gemini Planet Imager (GPI), modified Lyot stops (occulting the pupil 
area containing the dead actuators) have bene manufactured for EACH coronagraph (both in IR and VIS) of 
SPHERE.(see Figure 8). The gain in performance is demonstrated in Figure 8. With the new Lyot stop, ultimate 
performance is similar to a perfect DM (without any dead actuator).  

 
Figure 5 Pupil imaging showing the dead actuators and the new modified Lyot stop which masks them. Unfortunatly 

one additional actuator deads during the mask fabrication and is not properly covered.  

 
 

 
 

 
Figure 6 Coronagraphic  image  with  “classical”  Lyot  stop  [left] and with modified one [Right]. The gain in 

contrast is clearly visible despite the additional actuator which appears during the mask procurement. 
 

3.3.2 The shape at rest evolution with T°: impact and mitigations 

The shape at rest is the initial shape of the DM before any deformation. It can be compensate by the DM itself but it 
reduce the DM stroke dedicated to the correction of turbulence itself. The specification was that less than 10% of the full 
DM stroke has to be dedicated to the DM flattening. Sadly, this specification is far from being reached. Not only has this 
value too high (50 % in the best possible case) but it evolves with T° (typical 1µ per degree) and can reached more than 
100 % of the full stroke when T° exceed 18°C (see Figure 7). Nevertheless since the shape is mainly cylindrical, it is 
possible to compensate (at least partially) for it by introducing the opposite shape somewhere in the SPHERE common 
optical path. It has been done by modifying one of our Toric Mirror (the 3rd one, so-called TM3) as explained hereafter. 

 
 

Figure 7 DM shape at rest – [Left] PV evolution as a function of T° -- [Right] Typical DM shape at rest 
 
The basic idea was to install a warping harness on TM3 for cylinder compensation. A Shape optimisation has been made 
with FEA. Doing that it has been demonstrated that the influence function of 1 actuator corresponds to the required 
cylinder shape. The latest is therefore adjusted in real time during observations (see Figure 8). 
 
 

Figure 8 Scheme of active TM3, implementation and results. 
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frequency, nonYcommon-path errors above s/2þ 1 cycles across
the aperture are measured by the imaginary component of the
field in the Lyot plane and could be corrected with a deformable
mirror. While low-frequency aberrations cannot be retrieved
from the imaginary part of the Lyot field, they can be measured
in the light occulted by the FPM. In particular, if the FPM is im-
plemented as a reflectivemirror with a hole (as is done on the Lyot
Project coronagraph; Oppenheimer et al. 2004; Sivaramakrishnan
et al. 2006), light passing through the hole can be captured and
analyzed for low-frequency aberrations (Wallace et al. 2006).
This is the approach that has been selected for the Gemini Planet
Imager ExAO coronagraph (Macintosh et al. 2007).

Although this wave-front sensing approach is based on a first-
order expansion, second-order speckles are clearly visible in the
coronagraphic PSF formed from a phase ripplewith a single spatial
frequency (Fig. 3). As Sivaramakrishnan et al. (2002) and Perrin
et al. (2003) discuss, these second- (and higher) order speckles
are typically small at Strehl ratios above "80%Y90%, so the
sensing described in this paper is relevant when image quality is
more or less diffraction-limited. This image quality can be ob-
tained on large ground-based telescopes possessing ExAO sys-
tems operating in the near-IR.

Wave-front sensing often uses a shorter wavelength, kS , than
the science wavelength kL. A physical occulter of skL/D in
angular diameter is s0 ¼ skL/kS resolution elements across at
kS . If postcoronagraphic sensing is done at a sufficiently short
wavelength

kS ¼ s= sþ 4ð ÞkL; ð8Þ

the break spatial frequency phase errors at the science wave-
length can be ‘‘shifted down’’ to be sensed in light that passes
through the occulting hole in the FPM. This can be accomplished
using a hole in a flat mirror for an occulter, or an optical quality
reflective spot. Sensing this occulted light’s wave front (with a
low-order Shack-Hartmann sensor, for example) will measure
low-order aberrations effectively. At this sensing wavelength kS ,
a speckle that falls one resolution element outside the occulter’s
edge at the longer wavelength kL will lie one resolution element
inside the occulter edge, thus passing through the hole without
being affected much by the presence of the occulter’s edge.
As long as the chromaticity of the optics and the atmospheric

chromaticity do not change across thewavelength range, exploit-
ing this wavelength-dependent behavior of break frequency aber-
rations could enhance post-coronagraphic wave-front sensing if
the sensing is performed at a sufficiently short wavelength.
Similar arguments are made by Poyneer & Macintosh (2004)

regarding their innovative wave-front sensing arrangement that
utilizes a spatial filter implemented as a hole in the image plane.
In this case the hole size is tuned to the highest spatial frequency
that the wave-front sensor is capable of measuring.
In a practical application of this calibration system, the imagi-

nary component of the Lyot plane complex amplitude could be
Fourier-transformed, sent through a high-pass numerical filter,
and then retransformed to pupil plane space. The high spatial fre-
quency components of this signal can be applied by the adaptive
optics system as Shack-Hartmann wave-front sensor centroid
offsets by a deformable mirror. Sensing low-frequency aberra-
tions using light that is occulted requires a separate low spatial
frequency sensing system. The details of matching the signals
from the two sensors are beyond the scope of this work, but cer-
tainly a graded transition between the two is an obvious strategy.
The form of this transition will depend on the relativewavelengths
of the two sensors and the size of the coronagraphic occulter.
Further analysis and simulation is required to address the issue of
matching the two spatial frequency regimes, and the entire ap-
proach will need to be verified with experiments.

5.2. Controlling NonYCommon-Path Aberration

Details of a system that corrects aberrations on the basis of
Lyot plane measurements are beyond the scope of this paper. We
simply illustrate the possibility of such a correction scheme based
on the first-order expansion model. We discuss the validity of a
wave-front sensing and correction scheme based on a first-order
approximation, together with perfect sensing of the wave front in
the Lyot plane interior. This can be accomplished using a phase-
shifting interferometric arrangement in a Mach-Zehnder arrange-
ment (Wallace et al. 2006). This implementation relies on using
a single high-quality beam splitter to extract a fraction of the
science light that misses the coronagraphic occulting spot, in
order to create an image of the Lyot pupil plane on a detector.
Light passing through the coronagraphic occulting spot (im-
plemented as a hole in a reflective mirror) is spatially filtered
using a subYresolution-element pinhole to provide an unaber-
rated reference beam. This reference beam is made to interfere
with the Lyot pupil complex amplitude on the detector, enabling

Fig. 4.—Azimuthally averaged contrast at separations of 5k/D, 10k/D, and
15k/D from a star behind the APLC design optimized for the Gemini pupil
geometry. The coordinate system is centered at the middle of the 5k/D diameter
focal plane mask, which is equivalent to a 100 mas radius occulter at the H band
on an 8m telescope. A tilt of 1 mas corresponds to an rms phase error of 10 nm on
an 8 m aperture.
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2. THE DIFFERENTIAL TIP-TILT SENSOR 

2.1. Purpose of the DTTS  

The average image position (or optical axis position) on the coronagraphic mask is a main specification for the SPHERE 

instrument. Indeed, the precise positioning and repositioning of the image on the coronagraph is crucial for the fine 

calibration of the residual speckles left uncorrected by the AO. The accuracy of this mean position has to be better than 

0.5 milliarcseconds (mas; with a goal of 0.2 mas). The global error on the mean position depends on  : 

� The residual uncorrected tip-tilt fluctuations at very high frequency (considered here as a noise). The studies on 

SAXO have shown than such fluctuations will be lower than 2 mas instantaneously, assuming a 1 kHz frame rate for 

the AO tip-tilt. Considering a 1 s integration time, this leads to a residual error of 0.06 mas.   

� The differential refraction effect (between visible and IR wavelengths). Such an effect can been estimated to 0.16 

mas per second (linear evolution with time) in the typical case of a 45° Zenith angle.   

� The differential thermal or mechanical effects between WFS and imaging path. Such an effect has been estimated to 

0.031 mas per second (linear evolution with time). 

Considering all the possible parameters involved, we believe that a solution based on an open loop model of each 

differential evolution will not be accurate enough to reach the absolute position performance. As an example, a 10 % 

error on the model will lead to a residual shift of mean image position of 0.02 mas per second and then it will be over the 

specification for a 25 s observation time. A detailed study of the possible ways to measure tip-tilt on the imaging path 

has led to the choice of an auxiliary sensor located as close as possible to the coronagraph focal plane device. This 

instrument called Differential Tip-tilt Sensor (DTTS) is a specific tool developed inside SAXO to ensure that the star is 

always well centered on the coronagraph.  

Obviously, this DTTS must be mechanically stable with respect to the coronagraph. A global estimation of thermal drift 

and dynamical errors has shown that the DTTS must be stable to 0.22 mas/hour to fulfill SPHERE requirements in terms 

of performance. This can be divided in the two axis with a required precision better than 0.14 mas/hour/axis. For the 

F/D=40 beam of SPHERE, this means a stability of the DTTS measurement (i.e. detector) compared to its interface with 

SPHERE bench better than 0.22 �m/hour/axis. 

2.2. DTTS description  

The DTTS is located at the shortest possible distance of the coronagraph to minimize differential movement between 

both elements. The DTTS records focal plane images in the IR with a bandwidth identical to one of SPHERE infrared 

filter. To avoid any differential movement between the DTTS detector and the coronagraph, the number of optical 

elements of the DTTS has been kept very small. A beamsplitter located a few tens of centimeters upstream of the 

coronagraph focal plane reflects 98% of the light to the IR instruments (see Figure 1). The residual 2% are transmitted to 

the DTTS. Between the beamsplitter and the DTTS detector, there is only two optical refractive elements: a cryostat 

window and an IR cold filter. This filter is centered on �0=1.536 mm with a bandwidth of 50 nm (�/��=30). A cold stop 

is also inserted inside the cryostat to minimize the IR background received by the detector and leaves an unvignetted 

field of view of 4.2 arcseconds on the F/40 beam delivered by SPHERE. 

 

 

Figure 1. Schematic representation of the Differential Tip Tilt Sensor (DTTS ) loop which gathers the DTTS, the RTC and 

the Differential Tip Tilt Plate (DTTP) 

!"#$%&#'&(!)*&+#,%&--./&&--.//012

Downloaded from SPIE Digital Library on 30 May 2012 to 134.171.163.91. Terms of Use:  http://spiedl.org/terms

Y 
ce

nt
ro

id
 re

pr
od

oc
flb

Iit
y 

ot
te

r 3
0s

 (i
n 

nm
)

 
 

 

which holds the fiber, a pinhole of 165 �m diameter has been cemented to keep the size of the light beam on the detector 

small enough (roughly 60 pixels).  The fiber is off axis compared to the mechanical structure and compared to the 

detector because the centre of the detector is too noisy for precise centroid measurement. This off-axis position is very 

useful because it allows us to rotate the test apparatus to verify its sensitivity to temperature variation and confirm that 

we are not measuring effects from the test source. A picture of the cryostat during the test and a schematic view of the 

mechanical structure holding the optical fiber is shown in Figure 2. 

 
Figure 2 : Right: Picture of the DTTS cryostat during tests. Left: Schematic view of mechanical structure holding the optical 

fiber used to test the stability of the DTTS 

For a period of 18 days, we collected a large set of data with maximum temperature variation of 10°C. We tested 3 

orientations of the mechanical structure. The impact of orientation is small compared to the data dispersion and we will 

process the data of all orientations the same way in all the following section. The typical Detector integration times 

(DIT) were DIT=90 ms and the number of DIT (NDIT) was choosen so that the DIT.NDIT was 30 s long. Each 

DIT.NDIT of 30s is recorded on the computer as well as the room temperature. The cryostat temperature is stabilized at 

better than 5 mK precision and we assume that this temperature variation is so small compared to room temperature that 

it can be ignored. The center of gravity is measured (using weighted COG algoritm [3]) on each image and compared to 

the room temperature. 

 

Figure 3 : Precision of centroid measurement in nm. 
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P1640 CAL system
Vasisht et al.
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P1640 CAL system doing E-field correction
Vasisht et al.
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Figure 1. Schematic optical layout of the calibration wavefront sensor. Light from the telescope and adaptive 
optics system enters on the upper left. In the focal plane after the first lens is a reflective pinhole. Here, the vast 
majority of the bright starlight continues to the right while light from the faint, nearby companion is folded 
downward. Part of the bright starlight is sensed by the low-order wavefront sensor (LOWFS) shown in the blue 
dashed box. Light in the science arm is picked off by a beampslitter and recombined with some of the bright 
starlight. This forms an interferometer that is highlighted by the red dashed linesIthe high order wavefront sensor 
(HOWFS). 

1.2 Cal low-order wavefront sensor (LOWFS) 

As illustrated in Fig. 1, light that passes through the hole in the focal plane mask is re-collimated and forms a real image 
of the pupil. Our optics then relay this pupil image to another image at the location of the lenslet array just before the 
infrared sensor. There are seven lenslets that span the pupil, the sub-sequent spots are then sampled by a quad cell of 2x2 
pixels. The measured centroid motions at each of the quad cells are transformed into the corresponding phase map in the 
input pupil via a matrix multiply with our reconstructor. The reconstructor was generated using a detailed simulation that  
took into account the effects of the apodized pupil, the finite size of the focal plane mask, and the coarse sampling of the 
lenslet array.  

 

   
Figure 2. Details of the LOWFS are shown with above images. The optical layout of the system is shown with the 
layout of the left. It traces the light from the focal plane mask at the lower left of the image to an OAP, phasing 
mirror, pickoff beamsplitter and fold mirror. The LOWFS relay lenses are housed in the lens tube that attaches to 
the camera faceplate. The photograph on the left shows the LOWFS camera body as assembled for testing.  
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Figure 3. Solid drawing of the GPI Cal box, left, and an image of the final instrument hardware on the right. The 
square extensions on the sidewalls of the instrument are high and low order cameras.  

2.2 LOWFS absolute accuracy 

Validation of the LOWFS absolute accuracy consisted of first measuring a transparent phase aberration with a Zygo (we 
used a microscope slide), and then measuring the same slide with the LOWFS in the final Calibration instrument. The 
Cal instrument reconstructs the first 16 Zernike coefficients. The requirement for this absolute agreement is 5 nm, rms 
and we measured an agreement of 3.8 nm, rms.      

       
Figure 4. Absolute measurement accuracy of the Cal LOWFS. The image on the left is derived from the Zygo 
measurement of phase errors in a microscope slide. The image on the right is a measurement of the same slide 
with the LOWFS in our GPI Cal instrument. Absolute agreement to the 3.8 nm, rms level has been demonstrated.  

2.3 LOWFS tip/tilt precision 

A key requirement of our instrument is to act as the boresite for GPI. ItQs critical that it maintain good tip/tilt 
performance for different stellar magnitudes. In this test, we measured the tip/tilt noise in the LOWFS for different flux 
levels corresponding to the magnitudes shown below (Fig. 5). Our system can achieve pointing knowledge at the ~ two 
milliarcsec level in 20 secs at 8th magnitude.    
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SCExAO LOWFS, option I 

During the (long) exposure on the science camera, the
CLOWFScamera acquires a continuous streamof short (typically
millisecond) exposures. An example of one such CLOWFS cam-
era image is provided in Figure 2: variations of the distribution of
intensity in this image are used to identify drifts in pointing, as
well as changes in focus. Guyon et al. (2009) demonstrated that

over a small range (∼0:2 λ=D) of pointing errors, a linear model
relates the changes in CLOWFS images to the actual pointing
error, and they took advantage of this in a closed-loop system,
stabilizing the pointing at the level of 10!3 λ=D over extended
periods of time (∼1 hr).

Additional calibration of the coronagraphic leaks due to the
residual tip-tilt error can be achieved in postprocessing. This
calibration relies on the one-to-one correspondence that exists
between images simultaneously acquired on the science and the
CLOWFS cameras. In either closed or open loops, recording
CLOWFS images at a high temporal rate during a long exposure
on the science camera can help predict the level of corona-
graphic leaks attributable to pointing errors. A synthetic point-
ing leak image can be built and subtracted from the science
image, to calibrate the low-order aberration residuals, ultimately
improving contrast limits.

In its simplest version (see § 5 for a discussion of the possible
complements), the postacquisition calibration of pointing errors
with CLOWFS is a three-step procedure, described in the fol-
lowing sections and illustrated in Figure 3.

Step 1.—Calibrate the static optical configuration of the sys-
tem (i.e., fine variations in optical path and alignment), using
simultaneous pairs of images acquired with the science and
the CLOWFS camera. This bank of pairs of images will be re-
ferred to as the dictionary (see § 2.1).

Step 2.—Track low-order modes during a long science ex-
posure, continuously acquiring images at a fast frame rate with
the CLOWFS camera (see § 2.2).

Step 3.—Postprocess the data by identifying a match for
each CLOWFS image acquired during the science exposure
in the dictionary (see § 2.2).

LOWFS

source
camera
Science

Pupil mask Focal plane mask

camera

Internal

FIG. 1.—Optical layout of SCExAO used in Lyot-coronagraph mode. Amask lit by an IR (λ ¼ 1:55 μm) laser diode emulates the Subaru Telescope pupil. The beam is
focused on the dual-zone focal-plane occulting mask described in the text. The light reflected by the focal-plane mask feeds the (slightly defocused) CLOWFS detector,
used to characterize pointing errors. The light that is not intercepted by the mask is then reimaged on the science detector. Examples of images obtained on both cameras
are presented in Figs. 2 and 4.

FIG. 2.—Example of CLOWFS camera image. Variations in the distribution
of intensity in the image of the reflective annular region of the mask are used to
track minute changes in the pointing.
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Figure 9. CLOWFS focal plane mask used in the PIAA coronagraph laboratory
testbed at Subaru Telescope (fabricated by HTA photomask). The 100 µm radius
mask center is opaque (low reflectivity), and is surrounded by a 100 µm wide
highly reflective annulus. The science field, transmitting light to the science
camera, extends from 200 µm to 550 µm radius.
(A color version of this figure is available in the online journal.)

small compared to the expected signal. The CLOWFS is not
sensitive to static spatial variations in the detector response
(flat field), as the signal is extracted from a difference between
two images acquired at different times. The effect of spatially
uniform flat field variations can be removed by scaling of the
images prior to this subtraction. A 0.0016 λ/D pointing offset
corresponds to a 2% change in the surface brightness on the
bright ring images by each frame of the CLOWFS: one side of
the ring is 2% brighter while the opposite side is 2% fainter.
A comparable variation in detector sensitivity between the two
sides of the ring images is very unlikely in modern detectors
(visible CCDs), even over the course of several hours.

Thanks to the large number of photons collected by the
CLOWFS, a moderate amount of readout noise (few photo-
electron) will still allow operation of the CLOWFS at high
sampling rate. For example, at 10 kHz sampling rate, the
defocused image contains 10,800 photons on an mV = 6 target.
Assuming that the “ring” occupies a 50 pixel surface area on the
detector, photon noise (15 photo-electrons pixel−1) is likely to
be larger than readout noise on modern visible detectors.
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Figure 10. Laboratory performance for the CLOWFS. Upper left: measured CLOWFS reference frame and influence functions for the five axes controlled in the
experiment. Pre-PIAA and post-PIAA modes look extremely similar, as expected. Top right: open-loop simultaneous measurement of pre- and post-PIAA modes. The
measured amplitudes match very well the sine-wave signals sent to the actuators, and the CLOWFS is able to accurately measure all four modes shown here with little
cross talk. Since this measurement was performed in open loop, the measurement also includes unknown drifts due to the limited stability of the testbed. Bottom left:
closed-loop measurement of the residual error for the five modes controlled. The achieved pointing stability is about 10−3 λ/D for both the pre-PIAA and post-PIAA
tip/tilt. Bottom right: position of the actuators during the same closed-loop test.

Guyon et al. 2009



SCExAO LOWFS, option II

2

In contrast, GPI uses the starlight that passes through
the focal plane mask and re-images the pupil on a Shack-
Hartmann wavefront sensor in its calibration unit. GPI’s
laboratory result have shown a pointing accuracy of 2
mas in 20 seconds for an 8th magnitude star for an
apodized-pupil coronagraph (Wallace et al. 2010).
The SCExAO system at Subaru Telescope is using the

CLOWFS concept as described in Guyon et al. (2009)
and Vogt et al. (2011). The CLOWFS uses a dual-zone
focal plane mask which blocks the center of the point
spread function (PSF), partially reflects the wings of the
PSF with a reflective annulus and allows o↵-axis sources
to be transmitted towards the science camera. The
recent laboratory demonstration of similarly designed
CLOWFS on NASA’s High Contrast Imaging Testbed at
the Jet Propulsion Laboratory has shown the stabiliza-
tion of tip-tilt with 0.001 �/D residuals in closed loop at
� = 808 nm with a phase-induced amplitude apodization
(PIAA) coronagraph (Kern et al. 2013).
Despite the high level of tip/tilt control demonstrated

on occulting coronagraphs, there is no solution yet in
regards to tip/tilt sensing for phase mask coronagraphs
(PMC). With the aim of imaging high contrast structures
at 1 �/D with phase mask-based coronagraphs, we intro-
duce a new generation of CLOWFS which is compatible
with PMC. It is based on a reflective Lyot stop (RLS)
which re-images the di↵ractive focal plane mask. The
new system is called the Lyot-based low order wavefront
sensor (LLOWFS).
A common property of all PMCs is that they redis-

tribute the energy spatially in the pupil plane down-
stream of the coronagraph, canceling on-axis light and
di↵racting it outside the geometric pupil which is then
blocked by a conventional Lyot stop. To control pointing
errors with a PMC, we have modified the Lyot design, so
that the Lyot stop reflects the unused starlight towards
a low-order sensor that reliably measures tip-tilt errors.
The RLS concept is presented in detail in section 2.

The pointing error estimation is explained in Section 2.2.
We describe a typical generic LLOWFS optical configu-
ration, numerical simulation and the results in section 3.
We then use realistic AO residuals as a simulation input
to test the ability of our technique to measure the low
order modes in section 3.3.3. Section 4 discusses the re-
sults of the preliminary implementation of the RLS with
a four quadrant phase mask (FQPM) (Rouan et al. 2000)
in a coronagraphic testbed at LESIA, France.

2. PRINCIPLE

2.1. A reflective Lyot stop wavefront sensor

In its simplest form, a coronagraph is an occulting disk
in the focal plane of the telescope blocking the central
airy disc of the star, combined with a Lyot stop which
reduces the stellar glare by eliminating the rest of the
di↵racting light allowing detection of companions or disk
structures.
The technique of using a reflective focal plane mask

as a means of measuring and correcting the low order
aberrations such as the CLOWFS concept has enabled
high contrast imaging in 1 - 2 �/D region. However, for
high performance PMCs, a reflective focal plane mask as
used in CLOWFS is not applicable, hence a new solu-
tion is required. The LLOWFS instead accommodates
the di↵ractive nature of the PMC focal plane mask in a

manner illustrated in Figure 1. At the focal plane of the
telescope, a phase mask di↵racts starlight in a re-imaged
pupil plane. The starlight is then directed by the RLS
towards a detector which is used for low-order sensing.
At this point it is possible to use the pupil plane image

to drive the low order sensor as phase aberrations present
in the intermittent focal plane are converted to intensity
modulations via the phase mask used (e.g. the FQPM
(Rouan et al. 2000), the Vortex (Mawet et al. 2010)).
However to maximize the signal-to-noise ratio and hence
be able to operate on faint host stars, we conduct the
wavefront sensing in a re-imaged focal plane which o↵ers
the highest photon density per pixel.
For the accurate detection of the focus aberration, a

deliberate defocus is introduced in the position of the
detector in order to eliminate the sign ambiguity with
respect to which side of the sensor the focus aberration
is. The defocus in the detector position ensures that the
image plane is on a single side of the focus at all times. A
detailed study of the retrieval process with a defocused
image is presented in Guyon et al. (2009).
As we operate with a slight defocus the flux density

per pixel is reduced which only becomes an issue in the
readout noise limited case. In addition we do not expect
crosstalk to be introduced between the modes due to
defocus but we have not quantified/investigated this thus
far.
Guyon et al. (2009) also demonstrate a detailed closed

loop operation on focus and the astigmatisms and, in
principle, LLOWFS should be able to measure other
modes such as focus and the astigmatisms apart from
just pointing errors. However, our key motivation is to
address the pointing errors only for this body of work
and the measurement of other low-order modes will be
addressed in future work.

Fig. 1.— Schematic of the Lyot-based low order wavefront sen-
sor (LLOWFS) consisting of a high performance coronagraph com-
bined with a reflective Lyot stop (RLS) with a geometry that can be
adopted according to the telescope pupil shape (central obstruction
and spider arms) and di↵raction pattern created by phase mask at
focal plane.

The configuration of LLOWFS that we will discuss in
this paper is based on the revised SCExAO testbed (Jo-
vanovic et al. 2013) which has been recently equipped
with phase masks coronagraphs such as the Vortex, the
eight octant phase mask (Murakami et al. 2008a), the
phase-induced amplitude apodization with a variable fo-
cal plane mask (Newman et al. 2013 in preparation) and
the four quadrant phase mask. To make our simulations
and experiments relevant to the SCExAO testbed, we
used the pupil geometry (central obstruction and spider

G. Singh 
POP/Poster

~0.01 λ/D in the lab 
closing loop on sky with VVC

4.2 Early on-sky Results

We have tested the LLOWFS initial closed loop on-sky performance with the PIAA and the VVC. We report
here the results with the VVC only on tip, tilt and focus. The AO188 closed the loop with a seeing of 1.3 arc
seconds at H band providing strehl of ⇡ 30 %. The LLOWFS then acquired the reference frame on-sky as shown
in the Figure 8 (a). 100 nm rms phasemap of tip, tilt (0.24 �/D angle on sky) and focus is applied on the DM
individually and the response matrix for each mode is obtained as shown in Figure 8(b-d).

The LLOWFS sensed the on-sky aberrated wavefront reflected by the RLS and by using equation 1, estimated
the amount of the tip, tilt and focus present in the post AO188 corrected wavefront. The control matrix was
computed by the singular value decomposition method and the commands were sent to the DM to compensate
for the low order aberrations. The LLOWFS successfully closed the loop on the AO188 residuals at 80 Hz on
Vega at 1.6 µm. The loop kept running for ⇡ 1 hour with a gain of 0.3. The LLOWFs loop broke temporarily
when AO188’s loop became unstable because of the bad seeing. In Figure 9, we obtained the closed loop residuals
of 2.8 nm rms, 7.7 nm rms and 2.2 nm rms for tip, tilt and focus respectively at the time when LLOWFS loop
was running.

Figure 8. On-sky images: (a) Reference image. Calibration frames for (b) Tip mode. (c) Tilt mode. (d) Focus mode.
All the calibration frames are obtained by applying 100 nm rms (0.24 �/D angle on sky) phasemap to the DM for each
mode individually. We used these calibration frame to close the loop on-sky. All the images are at same brightness scale.

Figure 9. Initial closed loop on-sky residuals obtained with LLOWFS on SCExAO at Subaru Telescope (April 2014).
The coronagraph used is the VVC. The X axis shows the data binned by 100 frames. The Y axis shows the AO188 post
wavefront residuals when the LLOWFS loop is open (count from 0 to 160000) and residuals for tip, tilt and focus when
LLOWFS closed the low order loop (count from 160000 and onwards). The closed loop measurement accuracy per mode
is < 7x10�3 �/D. The dips in the residuals of focus when the LLOWFS loop is closed is because of the instability in
AO188 loop.

Singh et al. 2014
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10 years of progress pioneered at Palomar

2 Matthew Wahl & Stanimir Metchev

Figure 1. Comparison of the two images of HD141569 taken in H (left), and Ks (right). The
flux in the north west of each image is coming from the PSF wings of HD 141569 B and C. The
two known rings are visible in both images, and there is an extra feature to the east between

the two rings visible only in the H band image. It is characterized as emission at 1
′′

. 5 extending
from a PA of 30o to 98o.

Figure 2. The plot on the left shows the surface brightness profiles for the two observations;
the triangles represent is the H band, and the crosses represent the Ks band. Our data reduction
with KLIP, while optimized for revealing the extended emission from the disk, incurs a dark hole
of non-astrophysical negative residuals around the star. As a first-order attempt at removing
this effect, we fit a line to the minimum residual emission as a function of radial separation
(dashed blue and red lines). The profiles were created by integrating the flux in elliptical annuli
concentric on the star and the colors were inferred from the corrected profiles.

The outer disk has emission from 3
′′

. 06 to 3
′′

. 87 (306 AU to 387 AU) with a width of 0
′′

. 81
(81 AU). Both are offset from the central star by measurable amounts, but do not share
a common center.

There is also an obvious gap between the two disks, which may be cleared by a forming
exoplanet. The gap has alternatively been interpreted as part of a spiral structure formed
from perturbations by HD141569 B and C (Clampin et al. 2003, Quillen et al. 2005,
Ardila et al. 2005, Wyatt 2005) whose PSF wings are visible in the north-west corner of
Fig. 1.

The plots in Fig 2 show the H and Ks band surface brightness profiles of the HD
141569 disk (left) and the H-K disk color (right). The two peaks, one at 2

′′

. 0, and the

other, less prominent between 3
′′

. 3-3
′′

. 6 correspond to the mid-ring semi-major axes of
the two circumstellar rings. Our data lose sensitivity inwards of 0

′′

. 8, although for the
first time we can rule out > 3× brighter rings inwards to 0

′′

. 5. Another new result is the
determination of the near-infrared color of the circumstellar disk. In particular, the outer
ring is 0.5-1.0 mag bluer than the inner ring.

deprojected in order to average the pixels at the same physi-
cal distance from the star. The surface brightness displayed
in mJy arcsec!2 assumes K ¼ 6:99 for the central star (as
measured in our Ks filter) and a 0 mag corresponding to a
flux density of 667 Jy.

To evidence the asymmetries of the inner and the outer
rings the surface brightness is plotted on Figure 4 as a
function of the position angle at respectively r ¼ 1>8 and

r ¼ 3>2, where r denotes the distance from the star in the
deprojected image of the disk. Giving Imax and Imin the maxi-
mal and minimal intensity of the azimuthal profiles pre-
sented on Figure 4, the contrast is defined with the following
relation:

C ¼ Imax ! Imin

Imax þ Imin
:

The contrast is as large as 98% in the inner ring (1>8)
between the bright northeast feature at P:A: ¼ 20$ and the
depleted southeast region at P:A: ¼ 130$. The outer ring
has a lower contrast of 71% between the eastern part
(P:A: ¼ 90$) and the southwest region around P:A: ¼ 230$.

Figure 5 compares the surface brightness of the disk in
the southern extension with the southeast extension. The
outer ring is predominant to the inner one in these regions.
The southeast part appears dimmer by a factor 1:49% 0:35
in the range 300–3>5. This disk extension was totally or parti-
ally occulted by the wedge on STIS data and by spider dif-
fraction spikes on NICMOS2 data. We also found a
difference of surface brightness in the southern extension
between our 2.2 lm data and theHST 1.6 lm data obtained
by Augereau et al. (1999a). The peak of the southern exten-
sion on HST image [SB(1.6 lm)] is 1:33% 0:15 times
brighter than in the K band [SB(2.2 lm)] as measured on
our data (assuming a scaling factor of 0.94). This difference
is discussed in the next section in terms of scattering proper-
ties of the dust grains.

The surface brightness of the inner ring is best evidenced
in Figure 6. Although the position of the ring is in agree-
ment with the HST data, it remains difficult to com-
pare the photometry since the HST image was actually
averaged over 360$ by Weinberger et al. (1999) to derive the
surface brightness at 1.1 lm. But once our data are proc-
essed in the same way we find that the ring peaks at

Fig. 2.—Final image of HD 141569 subtracted with a reference star (a). Two ellipses are over-plotted on the sub-frame (b) in order to emphasize the pres-
ence of the inner and outer rings. The main regions we are discussing in this paper are also indicated. The very bright area at the upper right corner is provided
by the T Tauri companions. The cross at the center of the image shows the approximate location of the star HD 141569. The dark regions were numerically
cancelled to remove the bright diffraction residuals.

Fig. 3.—Image of HD 141569 obtained with STIS onHST in the visible
and using the 100 wedgemask. By courtesy of DavidMouillet.
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P3K-P1640, the first XAO - IFS on sky
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LBT: L’ high contrast imaging at its best
Skemer et al. 2012, 2014



L’-band vortex at LBT

Figure 4. Current 5-� detectability of LMIRCam/AGPM in terms of contrast for point-like companions around HR8799
(solid line). The dotted line represents the raw contrast curve (without considering self-subtraction). The four-known
planets are shown for comparison (magnitude from the discovery papers1,7).

observations, was estimated by introducing fake companions directly in the data cube, separated by a few �/D
from each other and placed on three radial branches separated by 120� in azimuth. The fake companions were
injected at 20� above the noise computed after a first pass of the PCA algorithm on the cube without fake
companions. By measuring the photometry of the fake companions in the final reduced image after a second
pass of the PCA algorithm and comparing it to their input flux, we inferred the attenuation of the PCA al-
gorithm in ADI mode. The final contrast curve, computed as five times the standard deviation of the pixel
intensities in �/D-wide annuli after applying a median filter on a �/D-wide moving box, is displayed in Figure 4
before and after taking into account companion self-subtraction. This contrast curve is very similar to the one
obtained in direct imaging mode by LMIRCam (no coronagraph) under similar observing conditions.11 The
contrast achieved inside the radius of HR8799e will be validated by looking at a well-known binary during our
next observations. As mentioned before, the rejection⇤ ratio of the stellar flux for these first AGPM observations
was only approximately 35 which is far from optimal. Based on our experience with other telescopes, we expect
to reach a rejection factor of 100 next time by doing a better adjustment of focus in the AGPM plane.

5. SUMMARY AND FUTURE WORK

In this paper, we have presented the first observations obtained with the AGPM vortex coronagraph recently in-
stalled on LBTI/LMIRCam. The goal of these observations was to demonstrate the exquisite inner working angle
of the AGPM and assess its relevance for the ongoing LBTI planet survey (LEECH, LBTI Exozodi Exoplanet

⇤The rejection ratio is defined here as the ratio between the maximum intensity in the direct image and the maximum
intensity in the coronagraphic image.

Figure 1. Left, scanning electron microscope (SEM) image of the center of an annular groove phase mask (AGPM). Right,
SEM picture of the cleaved subwavelength grating, from which the geometric parameters of the AGPM-L4 profile are
deduced: line width of 0.58µm and depth of 4.7µm. Both images are taken from Delacroix et al. (2013).14

Since the discovery of a fourth planet in 2010, the community of planet hunters has speculated about the
presence of a fifth planet located closer in and shaping the inner debris disk. Several attempts at imaging the inner
regions of HR8799 have already been made. The most successful so far are the non-redundant masking (NRM)
Keck observations,9 and the recent LBT observations by our team.10,11 The LBT data are the most sensitive so
far and rule out planets as massive as the inner three (e,d,c) down to 0.00235 (i.e., 9AU). This distance corresponds
to the position of the mean motion resonance 2:1 with e, which is one of the possible stable configuration. In order
to improve the detection limits at short angular separations, we installed an L’-band AGPM vortex coronagraph
on LBTI/LMIRCam (see Section 2) and obtained observations of HR8799 on October 17th 2013 (see Section 3).
The vortex coronagraph is among the most promising solutions in that context, as it enables imaging down to
the di↵raction limit of the telescope (90mas at L’ band or ⇠3.5AU at the distance of HR8799) and can be
made achromatic over large bandwidths.12,13 We describe in this paper the results obtained (Section 4) and the
near-term prospects (Section 5).

2. THE AGPM VECTOR VORTEX CORONAGRAPH ON LBTI/LMIRCAM

The Large Binocular Telescope15,16 is a two 8.4-m aperture optical instrument installed on Mount Graham in
southeastern Arizona (at an elevation of 3192 meters) and operated by an international collaboration between
institutions in the United States, Italy, and Germany. Both telescopes are equipped with a deformable secondary
mirror, which can be held in a fixed position for seeing limited instruments, or driven with the LBT’s adaptive
optics system to correct atmospheric turbulence at 1 kHz.17,18 Each deformable mirror uses 672 actuators that
routinely correct 400 modes and provide Strehl ratios exceeding 80%, 95%, and 99% respectively at 1.6µm,
3.8µm, and 10µm.19,20

The Large Binocular Telescope Interferometer (LBTI) is a NASA-funded nulling and imaging instrument
designed to coherently combine the beams from the two primary mirrors of the LBT for high-sensitivity, high-
contrast, and high-resolution infrared imaging (1.5-13µm). It is developed and operated by the University of
Arizona and based on the heritage of the Bracewell Infrared Nulling Cryostat (BLINC) on the MMT.21 It is
designed to be a versatile instrument that can image the two telescope beams separately, overlap the two beams
incoherently, overlap the beams coherently for wide-field (Fizeau) interferometric imaging,22 or overlap the beams
and pupils for nulling interferometry.23 It is equipped with two scientific cameras: LMIRCam24 (the L and M
Infrared Camera) and NOMIC25 (Nulling Optimized Mid-Infrared Camera) covering respectively the 3-5µm
and 8-13µm wavelength ranges. In addition, the near-infrared light (H and K bands) can be sent to a fringe
tracker for high-angular resolution interferometric observations.26 The overall LBTI system architecture and
performance are presented elsewhere in these proceedings.27

Defrere et al. 2014
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GPI early exoplanet science

Fig. 2. Combined 30-minute GPI image of Beta Pictoris. The spectral data has been
median-collapsed into a synthetic broadband 1.5–1.8 µm channel. The image has been PSF
subtracted using angular and spectral di↵erential techniques. Beta Pictoris b is detected at a
signal-to-noise of ⇠ 100
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Fig. 3. Contrast vs. angular separation at H (1.6 µm) for a PSF-subtracted 30-minute
GPI exposure. Contrast is shown for PSF subtraction based on either a flat spectrum similar
to a L dwarf or a methane-dominated spectrum (which allows more e↵ective multi-wavelength
PSF subtraction.) For comparison, a 45-minute 2.1 µm Keck sequence is also shown. (Other
high-contrast AO imaging setups such as Subaru HiCIAO, Gemini NICI, and VLT NACO have
similar performance to Keck.)
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Fig. 4. The projected separation of � Pic b relative to � Pic in celestial coordinates. Data
prior to the GPI point in late 2013 are from[3]. The GPI measurement shows that � Pic b has
passed quadrature and allows a prediction of conjunction in Sept-Dec 2017. The red and blue
trajectories show 100 solutions drawn from the posterior distribution of likely orbital solutions
determined from our Monte Carlo Markov chain analysis of these data.

Fig. 5. Posterior distribution of the orbital elements of � Pic b: semi-major axis, a, epoch of
periapse, ⌧ (in units of the orbital period), argument of periapse, !, argument of the ascending
node, ⌦, inclination, i, and eccentricity, e. The plot shows the joint distributions as contours
(0.1, 0.5, and 0.9) and marginalized probability density functions as histograms. The well
represented degeneracy in !, e.g., see ! versus a, is good evidence of reliable sampling of
the posterior distribution. Vertical dotted lines in the histograms denote the 68% confidence
interval.

Footline Author PNAS Issue Date Volume Issue Number 9

Macintosh et la. 2014; Chilcote et al. 2014
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Fig. 1.— Left: An average combined set of GPI images of β Pic b from November 2013 with no additional post processing removal of
the background. Right: An average combined set of images from November with a circular annulus defined around the estimated location
of the planet, which has been used to define a surface in each image and spectral channel to subtract the remaining halo light. In order to
remove this halo, we fit a third-order spline surface to an aperture of radius=57.2–114.4 mas centered on the location of the planet, which
includes the space around the planet but does not include the planet itself. A PSF, generated by the average of the four satellite spot
cores, was scaled and subtracted from the planet position in parallel to the spline fit. Images are averaged along the 37 spectral channels
in H -band (∼ 1.5− 1.8µm).

Fig. 2.— H-band spectra of β Pic b using both November and December 2013 observations from GPI. Both spectra are in agreement.
The spectra were taken at different phases of the GPI commissioning process resulting in different effects on the light in the halo and PSF
shape.
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Figure 7. Left : A single relatively unprocessed exposure of HR 4796A in K1 band for 60 seconds, in one linear polarization, from the
March 25th dataset. The disk is easily seen without any PSF subtraction. Near the corners can be seen the 4 satellite spots used for
astrometric and photometric reference to the occulted star, plus four more di↵use spots due to uncorrected “wa✏e mode” wavefront error.
Center: The total intensity image corresponding to simply derotating and summing the images, as obtained for the 2014 March 25 dataset
Stokes I term by inverting the measurement matrix. The excess to the right is dominated by unsubtracted background emission seen only
in the K bands. Right: The polarized intensity image obtained from the same data. The disk is strongly polarized only on the west side.
Note the very uniform and dark background indicating that the stellar PSF has been suppressed to low levels below the noise floor, in this
case set by K band background photon noise. Only a very small amount of residual stellar PSF is visible near the center just outside the
occulting spot. The image is displayed in the same angular scale in all panels, and the left two have the same brightness display color scale.
The overplotted circles indicate the coronagraphic occulting spot size.

H-band data. It is generally assumed that the small
grains that dominate the surface density of the belt pref-
erentially forward-scatter. Therefore, the brighter east
side of the belt has been thought to be the side closer
to observers on Earth. The near-infrared polarimetry
presented in this study now calls into question this inter-
pretation.

5.2. Observations and Data Reduction for Polarized
Intensity

HR 4796A was observed in polarization mode on the
second and third GPI observing runs, in 2013 December
and 2014 March respectively, as detailed in Table 1.
The 2013 December 12 UT observations occurred just

before dawn in good seeing conditions. We obtained
brief sequences in both H and K1 bands. The target
was acquired via standard GPI acquisition and corona-
graph alignment processes (Dunn et al. 2014; Savransky
et al. 2014). Since the atmospheric dispersion compen-
sator (ADC) was not yet in use, we manually applied
position o↵sets to the calibration unit’s low-order wave-
front sensor tip-tilt loop to center the star on the occulter
at the start of each sequence. Half way through the H
sequence, the IFS cryocoolers were throttled down to re-
duce their induced vibrations. Modifications to the IFS
and AO control laws in early 2014 have mitigated the
level of vibration for subsequent observations, and fur-
ther mitigations are ongoing (Larkin et al. 2014; Poyneer
et al. 2014; Hartung et al. 2014). The waveplate was ro-
tated between position angles of 0, 22, 45, 68� for the
sequence of exposures. Sky background observations in
K1 were taken immediately afterwards o↵set 2000 away
using the same instrument settings. Given the lack of
ADC, there is some slight blurring of the PSFs due to
atmospheric di↵erential refraction, but the size of this
e↵ect is small (⇠ 32 mas in H band, 15 mas in K1 band)

compared to the scale of a di↵raction limited PSF. The
disk around HR 4796A is easily visible in individual ex-
posures.
On 2014 March 25 UT, a second set of observations

were taken in K1 band with the target near transit to
obtain increased field rotation. The polarimetric obser-
vations were split in two blocks, with a short series of
spectral mode observations sandwiched between them.
The total field rotation across the whole polarimetric
dataset is 33�. The observation procedures and total
integration time were similar to those in December, in-
cluding the acquisition of skies immediately afterwards.
The one significant change is that the ADC was by this
time available (Hibon et al. 2014). It was used for these
observations as a commissioning test, even though at air-
mass ⇠ 1 pointing only 10� from zenith it was not strictly
necessary. As with the December data the disk is easily
seen in individual raw exposures.
All observations were reduced using the methods in §3.

Figure 7 shows the results for the March 2014 dataset,
including one individual orthogonal polarization input
image, the combined total intensity image resulting from
a least-squares average of the input images (i.e., what
the di↵erential polarimetry reduction yields for Stokes
I) and the polarized intensity P = (Q2 + U2)1/2. In
the polarized intensity image, the stellar PSF is highly
suppressed and the disk appears as a bright half-ring on
its western side. For the first time, the disk can be seen
all the way in to its projected closest approach to the
star, at least on the western side. In fact the polarized
intensity is brightest at the smallest separations. In po-
larized light the ansae are not particularly brighter than
the adjacent portion of the ring to the west, contrary to
prior polarimetry at lower contrast and signal-to-noise
ratio (SNR) that inferred these were polarized bright-
ness peaks (Hinkley et al. 2009). On the eastern side of
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SPHERE image in H2                     deconvolved image using                   Synthetic image  
                                                               MISTRAL [9]                      from CASSINI data [10] 

 
 

 

7. CONCLUSION  

SPHERE-SAXO is 12 years of project involving 12 institute in Europe and more than 250 Full Time 
Equivalents. The system design has barely evolved from the early sketches (2012) to the final 
telescope implementation. At the end, the AO system gathers state of the art components (detectors, 
deformable mirror and real time computer) and some of its innovative features allows to have 
performance which has exceeded the original specifications. Even though we have experimented 
some problems with our high order deformable mirror, solutions have been proposed by the 
consortium to mitigate these effects and to be able to work with the current device. Nevertheless, 
DM remains, for the moment, the main risk of failure for the whole system. Back-up, long-term, 
solutions are now under investigation between ESO, CILAS and the SPHERE consortium to deal 
with this particular point.  
 
Extensive laboratory tests have fully demonstrated both the performance, the reliability and the 
stability of the AO loops (and of SAXO and SPHERE as a whole). 
The first on-sky commissioning has confirmed laboratory tests by providing unprecedented images 
and coronagraphic data on the VLT. The system stability has been re-demonstrated on-sky and the 
first performance assessment, even though Strehl ratio is slightly smaller than expected due to bad 
weather conditions and residual high frequencies on the telescope M2, are more than encouraging. 
The principal feature of SAXO have already been successfully tested from a functional point of view 
and fine tuning of the AO system as well as of the telescope control should allow to reach, in the 
coming months, the full system performance.  

Commissioning on-going



SPHERE early contrast performance

• Com1, improved since! 
• M2 control issue solved => 92% Strehl at H 
• tip-tilt rms within specs (3 mas)
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Summary

Telescope/
Platform WFS DM Coronagraph LOWFS DI

P3K/P1640/
SDC/PHARO

Cassegrain / 
Palomar 200 

inch Hale 
telescope

SH LODM/HODM 
(Xinetics)

APLC/RAVC/
VC CAL + SH SDI/RDI

LBT(I)
Combined 

focus /

LBT

Pyramid ASM APP/VC 
(LMIRCAM) N/A ADI/RDI

MagAO Nasmyth /

Magellan Pyramid ASM APP (Clio2) N/A ADI/RDI/SDI

SCExAO Nasmyth /

Subaru

Curvature 
(AO188) /

Pyramid

LODM/HODM

(CILAS(*)/BMC) PIAA/VC CLOWFS/

LSLOWFS ADI/SDI/RDI

GPI Cassegrain /

Gemini South SFSH LODM/HODM


(CILAS/BMC) APLC CAL + SH ADI/SDI/PDI

SPHERE Nasmyth /

VLT

SFSH

(EMCCD)

HODM

(CILAS)

APLC/4QPM/
CLC DTTS ADI/SDI/PDI



Future of high contrast imaging  
from the ground and from space
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infrared. Similar instruments on ELTs would 
extend the resolution and inner working angles 
of such studies to 10 and 30 milliarcsec 
respectively. With its 0.3 arcsec resolution at 
20 ȝm, JWST will resolve warm dust emission 
around a sample of nearby A stars. New warm 
disks identified by the Wide-field Infrared 
Survey Explorer (WISE) mission will be 
particularly important targets. A wealth of new 
data detailing the internal structure of bright 
circumstellar disks will have emerged by 2024, 
seeding a new theoretical understanding of 
disk structure, dynamics, and evolution. 

3.5 Summary 
While the advances described above will be 
remarkable scientific milestones, they fall well 
short of the goal of obtaining images and 
spectra of planetary systems like our own, as 

shown in Figure 3.5-1. The TESS mission will 
detect inner terrestrial planets transiting nearby 
cool stars, but their spectroscopic 
characterization will be challenging even using 
JWST. High-contrast imaging will detect and 
characterize warm giant planets, but not cool 
objects at 10í9 contrast, like our own Jupiter 
and Saturn in their orbits around a solar-type 
star. Sharp images of dusty debris disks will be 
obtained, but only those with optical depths 
several hundred times that of our own asteroid 
and Kuiper belts. RV and astrometric surveys 
will have identified the majority of nearby 
stars hosting giant planets. What is currently 
missing from the 2024 exoplanetary science 
toolbox are space observatories that can study 
photons from cool planets (ranging from giants 
down to super Earths) and resolve tenuous dust 
disks around nearby stars like the Sun. 

Figure 3.5-1. Direct imaging contrast capabilities of current and future instrumentation (from Lawson 2013), with the addition of 

the Exo-C’s predicted capability. 

Huge parameter space to explore, a single 
machine cannot do it all!

Habitable planets 
around nearest M stars
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Figure 2.13: Artist’s impression pictures. (a) The Thirty Meter Telescope (from www.tmt.org).
(b) The Giant Magellan Telescope (www.gmto.org). (c) The European Extremely Large Telescope
(www.eso.org). (d) The James Webb Space Telescope (www.jwst.nasa.gov). (e) The Terrestrial
Planet Finder – Coronagraph (exep.jpl.nasa.gov).

James Webb Space Telescope

The James Webb Space Telescope (JWST), the next-generation space telescope, is a collaboration
between NASA, Canada and ESA. It is due to be launched in 2018 (see Cosmic Vision, Fridlund
et al. 2010). JWST will study the cooler and more distant objects within our Galaxy, but with
an unprecedented sensitivity from 0.6 µm to 30 µm. Placed in a location permanently in Earth’s
shadow (see Figure 2.13, d), JWST will be about 1.5 million kilometers away. Moreover, it will
be equipped with coronagraphs for probing structures similar to our own solar system, with a rich
diversity of planets and dust structures.

Terrestrial Planet Finder

The Terrestrial Planet Finder (TPF) was a mission concept previously under study by NASA,
and initially composed of two architectures.

– Visible light coronagraph (TPF-C): a large optical telescope (see Figure 2.13, e) with a mirror
at least 3 times bigger and 100 times more precise than HST, providing a 10�9 contrast.

– Infrared astronomical interferometer (TPF-I): four small telescopes (2 m diameter) and one
beam combiner spacecraft, flying in formation at the lagrangian point L2, using milimetric
metrology to measure the distance apart from each other. This concept is similar to the
Darwin project from ESA (Cockell et al. 2009).

Landscape for space missions has changed

• Large terrestrial planet-finding missions more than a 
decade away (though significant progress has been made)

• WFIRST 2.4m will likely have a coronagraph
– Lowres visible-light spectra of mature planets

WFIRST 2.4m telescope with NRO assets
WFIRST-AFTA

JWST

TMT GMT EELT

Challenge: diffraction and wavefront control over large, 
segmented and/or heavily obscured apertures

Friday morning session 
“The Next Steps”



In space: JWST

Mode Instrument 
Wavelength 
(microns) 

Pixel Scale 
(arcsec) 

Field of 
View 

Imaging 

NIRCam 0.6 – 2.3 0.032 2.2 x 4.4’ 

NIRCam 2.4 – 5.0 0.065 2.2 x 4.4’ 

NIRISS 0.9 – 5.0 0.065 2.2 x 2.2’ 

MIRI 5.0 – 28 0.11 1.23 x 1.88’ 

Aperture Mask 
Interferometry NIRISS 3.8 – 4.8 0.065 2.2 x 2.2’ 

Coronography 

NIRCam 0.6 – 2.3 0.032 20 x 20” 

NIRCam 2.4 – 5.0 0.065 20 x 20” 

MIRI 10.65 0.11 24 x 24” 

MIRI 11.4 0.11 24 x 24” 

MIRI 15.5 0.11 24 x 24” 

MIRI 23 0.11 30 x 30” 

JWST Imaging Modes 
Mode Instrument 

Wavelength 
(microns) 

Resolving Power 
(λ/Δλ) 

Field of View 

Slitless 
Spectroscopy 

NIRISS 1.0 – 2.5 150  2.2 x 2.2’ 
NIRISS 0.6 – 2.5 700 single object 

NIRCam 2.4 – 5.0 2000 2.2 x 2.2’ 

Multi-Object 
Spectroscopy NIRSpec 0.6 – 5.0 

100, 
1000, 
2700  

3.4 x 3.4’ with  
250k 0.2 x 0.5” 
microshutters 

Single Slit 
Spectroscopy 

NIRSpec 0.6 – 5.0 
100, 

1000, 
2700  

slits with 
0.4 x 3.8” 
0.2 x 3.3” 
1.6 x 1.6“ 

MIRI 5.0 – ~14.0 
~100 at 7.5 

microns 0.6 x 5.5” slit 

IFU  
Spectroscopy 

NIRSpec 0.6 – 5.0 100, 1000, 2700 3.0 x 3.0” 

MIRI 5.0 – 7.7 3500 3.0 x 3.9” 

MIRI 7.7 – 11.9 2800 3.5 x 4.4” 

MIRI 11.9 – 18.3 2700 5.2 x 6.2” 

MIRI 18.3 – 28.8 2200 6.7 x 7.7” 

JWST Spectroscopy Modes JWST Cheat Sheet 

Major Milestones 

      2013                 2014                   2015                 2016                  2017                 2018 

integration of science instruments & first cryogenic tests 

manufacturing the spacecraft and next cryogenic tests 

making the mirror: the 18-segmented 21 foot primary, 
secondary, and aft mirrors become one unit 

observatory assembly: 1.) instruments connected to mirrors  
and 2.) spacecraft connected to sunshield 

observatory testing: a comprehensive test at JSC  
of the integrated telescope and instruments 

integration between observatory and 
sunshield, shipping to Kourou, and 

LAUNCH  

Science Tools and Status Updates 

Performance 

1) JWST exposure time calculator - http://jwstetc.stsci.edu/etc/  
2) JWST sensitivity page - http://www.stsci.edu/jwst/science/sensitivity 
3) JWST general science and technical capabilities - http://www.stsci.edu/jwst/ 
3) JWST milestone status and recent accomplishments - http://www.jwst.nasa.gov/recentaccomplish.html 
4) Day to day updates on JWST status – follow #JWST on twitter 
5) Cycle 1 JWST proposal deadline – late 2017! updated: 10/13/2013 
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4) Day to day updates on JWST status – follow #JWST on twitter 
5) Cycle 1 JWST proposal deadline – late 2017! updated: 10/13/2013 
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= 2.1 µm and 4.6 µm.  The occulters are 20” long and are aligned to block the image of the diffraction spike generated 
by a secondary mirror support strut.  Because they offer the closest imaging to the star and can be tuned for the 
observation wavelength, the wedge occulters are favored for detecting extrasolar planets. To prevent it from interfering 
with non-coronagraphic observations, the substrate containing the occulters is located just outside the normal field of 
view, and a telescope pointing offset places the star on the occulter. To redirect the beam onto the detector, a wedge 
prism is placed just behind the Lyot stop. 

There are three sombrero-squared circular occulters that correspond to HWHM = 6Ȝ/D at Ȝ = 2.1, 3.35, and 4.3 µm 
(0.4”, 0.64”, and 0.8”, respectively). While their diffraction suppression performance is less than the wedges, they and 
their matching Lyot stop generate a more uniform background in the final image. This and their uninterrupted 360º fields 
around the star make them the best choice for imaging extended sources such as circumstellar disks. 
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Figure 4.  Layout of the coronagraphic occulters on the mounting substrate.  Along the top are 5” by 5” neutral density 

squares used for target acquisition.  The wedges for the short (thin) and long (thick) wavelengths are on the right. 

 

The occulters will be halftone patterns composed of 0.8 µm diameter aluminum or gold dots created using vapor 
deposition and photo-etching on a sapphire substrate, which measures 60 mm by 12 mm (100 arcsec by 20 arcsec).    
Deposited gold neutral density (OD=3, or 10-3 transmission) squares, 5” on a side, are aligned along the top of the 
substrate and will be used for target acquisition.  

Optical modeling has been used compute tolerances for the occulters. The minimum transmission must be 10-4 or less to 
keep the contrast within a factor of two of a perfect occulter. While the profiles are theoretically infinite in extent, it 
appears that only the core and first sidelobe of the sinc2 profile need to be kept, and just the core of the sombero2 profile 
is necessary.  In a system with a simpler diffraction pattern, there would be greater sensitivities to the profiles. 

4.4 Coronagraph Lyot stops 

The Lyot stop patterns are specifically matched to the light distribution in the reimaged pupil planes after the occulters.  
Figure 5 shows the computed pupil intensity distributions for sources occulted by the 4Ȝ/D wedge and 6Ȝ/D spot (the 
pattern is the same regardless of wavelength for perfect optics as long as the occulter size scales with wavelength). The 
pupil image created by an unocculted source would have uniform intensity. The dark zones are created by the effective 
filtering of low spatial frequency components in the entrance pupil by the occulter. By masking the bright zones, 
corresponding to the higher spatial frequencies (the wings of the PSF), most of the light in the diffraction pattern can be 
removed. Holes in the mask matching the dark zones (Figure 6) allow light from an unocculted source to pass, though at 
a reduced intensity. 

Using the computed pupil images, for each occulter pattern the holes in its corresponding Lyot stop were defined by the 
dark zones’ isophotal contours. The contour levels were chosen to create a stop that would tolerate a 2% pupil 
misalignment and have a total mask transmission of no less than ~20% (in actuality, it is ~19% for each). The zones 
created by the wedge have fairly straight sides, which are efficiently approximated by polygonal holes, while a spot 
occulter creates rounded dark zones. 

Due to the complexity of the JWST PSF, the coronagraph cannot fully suppress the diffraction pattern (i.e. the occulters 
are not fully band-limited). A small fraction of light leaks into the dark zones and is diffracted by the Lyot stop, creating 

Proc. of SPIE Vol. 6693  66930H-5

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 03/14/2014 Terms of Use: http://spiedl.org/terms

 
 

 

In actual observations, the detection limit is set by the flux of the planet relative to the local background noise as 
measured either in an aperture or with a matched filter (i.e. PSF fitting). In PSF-subtracted images the total noise is a 
combination of read noise in the target and reference star images, shot noise from the wings of the PSF and sky 
background in each image, subtraction residuals caused by PSF mismatches, and shot noise from planet itself. Increasing 
the total exposure time will reduce the shot and read noise relative to the planet flux, but it will not affect the ratio of the 
planet flux to the PSF subtraction residuals.  The primary advantage of the NIRCam coronagraph over direct imaging is 
not the immediate reduction in the brightness of the PSF wings but rather the reduced sensitivity to PSF mismatches that 
result in subtraction residuals. 
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Figure 9.  Mean azimuthal contrast at which a signal-to-noise ratio of 5 detection of a planet around an M0V star at 4 pc is 
obtained in filter F460M with the wedge occulter (wedge region excluded). The corresponding planet masses and ages 
are shown on the right. The profiles are derived from roll-subtracted model images (20 nm RMS wavefront difference 
between rolls in addition to static aberrations) for both non-coronagraphic and coronagraphic observations. At each 
orientation, a 10000 sec exposure was obtained. Detector and zodiacal background noise is included. The thick green 
line shows the contrast of the same coronagraph (roll subtraction) with the sky background seen at Mauna Kea. 

7. SCIENCE WITH THE NIRCAM CORONAGRAPH 
7.1 Extrasolar planets 

The most exciting science expected from the NIRCam coronagraph is the detection of planets around other stars.  
NIRCam can take advantage of the peak in thermal emission at Ȝ = 4.6 µm where a large planet is magnitudes brighter 
relative to the star than it is at other wavelengths. As shown in Figures 2 and 8, observations in different NIRCam filters 
can be used to distinguish planets from other objects such as background stars that would have more uniform flux 
distributions. 

Because it is seen in emitted rather than reflected light at these wavelengths, a planet’s brightness is not dependent on its 
distance from or the luminosity of the star at the observable separations. The NIRCam coronagraph will enable imaging 
of planets with masses <1 MJup and ages of up to a few billion years around nearby, low-luminosity stars. As shown in 
Figure 9, a 1 Gyr-old Jupiter would have a contrast of 10-6 relative to an M0V star. As the star’s luminosity increases, the 
planet’s contrast decreases, so planet searches will likely concentrate on K, M, and L stars. Nearby associations of young 
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Marshall’s talk on Friday 
“Coronagraphy with JWST”



WFIRST - AFTA

Bruce’s talk on Friday 
“The Next2 Step: The AFTA Coronagraph”

Primary Architecture:  
Occulting Mask Coronagraph = Shaped 

Pupil + Hybrid Lyot 
•  SP and HL masks share very similar optical layouts 
•  Small increase in overall complexity compared with single mask 
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Challenges: pupil geometry, pupil geometry, pupil geometry! 
+ optical aberrations, polarization, telescope time/availability 

!
some say it could be our only/best shot  

at a space-based coronagraph for the foreseeable future
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infrared. Similar instruments on ELTs would 
extend the resolution and inner working angles 
of such studies to 10 and 30 milliarcsec 
respectively. With its 0.3 arcsec resolution at 
20 ȝm, JWST will resolve warm dust emission 
around a sample of nearby A stars. New warm 
disks identified by the Wide-field Infrared 
Survey Explorer (WISE) mission will be 
particularly important targets. A wealth of new 
data detailing the internal structure of bright 
circumstellar disks will have emerged by 2024, 
seeding a new theoretical understanding of 
disk structure, dynamics, and evolution. 

3.5 Summary 
While the advances described above will be 
remarkable scientific milestones, they fall well 
short of the goal of obtaining images and 
spectra of planetary systems like our own, as 

shown in Figure 3.5-1. The TESS mission will 
detect inner terrestrial planets transiting nearby 
cool stars, but their spectroscopic 
characterization will be challenging even using 
JWST. High-contrast imaging will detect and 
characterize warm giant planets, but not cool 
objects at 10í9 contrast, like our own Jupiter 
and Saturn in their orbits around a solar-type 
star. Sharp images of dusty debris disks will be 
obtained, but only those with optical depths 
several hundred times that of our own asteroid 
and Kuiper belts. RV and astrometric surveys 
will have identified the majority of nearby 
stars hosting giant planets. What is currently 
missing from the 2024 exoplanetary science 
toolbox are space observatories that can study 
photons from cool planets (ranging from giants 
down to super Earths) and resolve tenuous dust 
disks around nearby stars like the Sun. 

Figure 3.5-1. Direct imaging contrast capabilities of current and future instrumentation (from Lawson 2013), with the addition of 

the Exo-C’s predicted capability. 
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exoplanets for which Exo-C is able to obtain 
spectra, and the number of Super-Earths that 
Exo-C would be capable of detecting. 
 
 

5.1.1.3.3 Assessment of Factors 

Integration Time 
The integration time needed per target 
decreases as the clear aperture diameter 
increases. This can therefore be traded with 
lifetime, or throughput. Thus, this is not that 
strong a driver toward larger aperture size. 

Inner Working Angle 
IWA goes as ~ 2*O/D. Since the detectors and 
system throughput will limit the short 
wavelengths, this is fixed at ~ 450 nm. Hence, 
an increase in diameter directly affects how 
close to the star we can detect or characterize 
exoplanets. There is no other parameter to 
trade for diameter, as there is with integration 
time, and hence the IWA becomes a very 
strong driver. Figure 5.1-4 shows the number 
of known RV exoplanets that can be 
characterized as a function of clear aperture 
diameter. Note that the cutoff is set at 0.8 Pm 
so that, for these exoplanets, a spectrum from 
0.45 to 0.8 microns would be measured. 

From the diagram, there is a modest gain in 
going from 1.3 m to 1.5 m. There is little 
advantage in going from 1.5 m to 1.8 m since 
there is a flattening in that part of the 
accumulated targets. It would require apertures 

 
Figure 5.1-2. “Lateral” configuration, top view. This configuration incorporates the desirable properties of (1) Fold mirrors are 
eliminated. (2) All sensitive elements have low AOIs. (3) Significant clear volumes exist in this plane to accommodate the 
FGS/LOWFS, IFS, and an auxiliary instrument. 

Figure 5.1-3. “Lateral” configuration, detail of mechanism and 
subassembly allocations, isometric view. The eight-slot wheel 
capacity was defined by the minimum slot diameter to pass the 
light beam and the maximum wheel diameter that would 
package into the allocated mechanical envelope; this resulted 
in the use of two filter wheels to provide sufficient slots to carry 
a presumed complement of filters. 

Challenges: 1.4-m aperture, budget

Exo-C STDT Interim Report 5—Architecture Trades 
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Implementing the single-path option would 
require several mechanisms; in the ideal case, 
they would all be copies of a single design to 
minimize costs. It is expected that packaging, 
mass, and total costs would be, in aggregate, 
minimized with this option. So, while the 
multiple-path option would provide optimum 
use of observing time, practical considerations 
(component costs, integration costs, mass) 

weighed in favor of the single-path option, so 
it was baselined for the initial STOP analysis 
at this time. 
5.1.1.4.4 Fine-guidance Path 
The desired ideal would be to use the target 
starlight as the control for the fine-guidance 
function (control of the fine-steering mirror). 
Since this starlight would not be accessible 
past the coronagraphic elements, it must be 

Figure 5.1-5. Multiple path option. The dichroic separators and path length equalizers split the collected light into multiple 
wavebands and channel each band to a dedicated coronagraphic system. This approach would provide efficient use of observing 
time, but would require significant mass and volume to implement. 

Figure 5.1-6. Single path option. In this simplified representation, mechanisms switch-in band-specific elements for sequential 
observations, with the full waveband covered by multiple narrower wavelength regions. This approach would take longer than the 
multi-path option to make a full observation, but is considered more practical to implement. 
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coming right up!



Zooming in: synergy and complementarity!
Spergel et al 2013, WFIRST-AFTA
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but most of these have masses that are roughly the 
same as Jupiter, and at that mass level a planet tends 
to have a fixed diameter (at least theoretically); howev-
er, this is an area to be explored with real data from 
WFIRST-2.4. Direct imaging will allow the inclination 
angle of the orbit to be measured, presently not known 
from RV. Brightness (contrast) changes before and af-
ter the planet is at maximum elongation will tell us 
about clouds and gas in the atmosphere. If the corona-
graph is equipped with polarizing filters, additional in-
formation on clouds and gas in the atmosphere be-
comes available. If we measure brightness at different 
wavelengths, say green and red, we will know the color 
of the planet, and this is directly tied to the absorbing 
gases in the atmosphere; for example, Jupiter and the 
other outer planets are brighter in the green than in the 
red because methane is a strong absorber of red light. 
Here too, polarization filters will play a role.  

Experience from Kepler says that multi-planet sys-
tems are common, so we can expect to find other plan-
ets in these RV systems that are beyond the reach of 
the RV technique, for example with longer periods, 
which means potentially at larger angular separations. 

The WFIRST-2.4 search will be a major element in im-
aging campaigns for these targets.  

Direct imaging of exoplanets provides a new and 
unique dimension to the pool of scientific information 
about exoplanets. Simple photometry can provide clues 
to planet composition, size and type. Spectra can dis-
tinguish clearly among planet types, provide an inde-
pendent measure of planetary mass through gravity-
sensitive spectral features, and potentially measure the 
metallicity of the planetary atmosphere. In our solar 
system, the giant planets are significantly enhanced in 
heavy elements compared to the sun or protosolar 
nebular. This metallicity is believed to be a signature of 
the process that formed them, gradually building up 
planetary cores from solid materials before accreting 
the outer gassy envelope. This same mechanism, in a 
different part of the solar system, produced rocky plan-
ets like Earth. If it operates the same way in most other 
solar systems, it would significantly strengthen the case 
that the known small planets include a large number of 
rocky examples. Measuring the metallicity of Doppler 
planets would be a powerful discriminator between dif-
ferent formation models.94 For example, Figure 2-22 

Figure 2-21: This figure is a snapshot in time of contrast and separation for model planets, ranging in size from 
Mars-like to several times the radius of Jupiter, for about 200 of the nearest stars within 30 pc. Color indicates 
planet mass while size indicates planet radius.  Crosses represent known radial velocity planets. Solid black lines 
mark the baseline technical goal of 1 ppb contrast and 0.2 arcsec IWA, while the dotted lines show the more ag-
gressive goals of 0.1 ppb and 0.1 arcsec IWA.  
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Section 2: Science 48 

but most of these have masses that are roughly the 
same as Jupiter, and at that mass level a planet tends 
to have a fixed diameter (at least theoretically); howev-
er, this is an area to be explored with real data from 
WFIRST-2.4. Direct imaging will allow the inclination 
angle of the orbit to be measured, presently not known 
from RV. Brightness (contrast) changes before and af-
ter the planet is at maximum elongation will tell us 
about clouds and gas in the atmosphere. If the corona-
graph is equipped with polarizing filters, additional in-
formation on clouds and gas in the atmosphere be-
comes available. If we measure brightness at different 
wavelengths, say green and red, we will know the color 
of the planet, and this is directly tied to the absorbing 
gases in the atmosphere; for example, Jupiter and the 
other outer planets are brighter in the green than in the 
red because methane is a strong absorber of red light. 
Here too, polarization filters will play a role.  

Experience from Kepler says that multi-planet sys-
tems are common, so we can expect to find other plan-
ets in these RV systems that are beyond the reach of 
the RV technique, for example with longer periods, 
which means potentially at larger angular separations. 

The WFIRST-2.4 search will be a major element in im-
aging campaigns for these targets.  

Direct imaging of exoplanets provides a new and 
unique dimension to the pool of scientific information 
about exoplanets. Simple photometry can provide clues 
to planet composition, size and type. Spectra can dis-
tinguish clearly among planet types, provide an inde-
pendent measure of planetary mass through gravity-
sensitive spectral features, and potentially measure the 
metallicity of the planetary atmosphere. In our solar 
system, the giant planets are significantly enhanced in 
heavy elements compared to the sun or protosolar 
nebular. This metallicity is believed to be a signature of 
the process that formed them, gradually building up 
planetary cores from solid materials before accreting 
the outer gassy envelope. This same mechanism, in a 
different part of the solar system, produced rocky plan-
ets like Earth. If it operates the same way in most other 
solar systems, it would significantly strengthen the case 
that the known small planets include a large number of 
rocky examples. Measuring the metallicity of Doppler 
planets would be a powerful discriminator between dif-
ferent formation models.94 For example, Figure 2-22 

Figure 2-21: This figure is a snapshot in time of contrast and separation for model planets, ranging in size from 
Mars-like to several times the radius of Jupiter, for about 200 of the nearest stars within 30 pc. Color indicates 
planet mass while size indicates planet radius.  Crosses represent known radial velocity planets. Solid black lines 
mark the baseline technical goal of 1 ppb contrast and 0.2 arcsec IWA, while the dotted lines show the more ag-
gressive goals of 0.1 ppb and 0.1 arcsec IWA.  

!"�# !"�$ !"�! !"" !"!
!"�!$

!"�!!

!"�!"

!"�%

!"�&

!"�'

!"�(

)*+,-,./0123,-45*46

7
01
.-,
5.

 

 

8,552390:!"28�
6

"

!

$

#

Log10 M⊕

TMT/
EELT

Space 
coronagraph



High contrast imaging with ELTs: 
still a lot to be done, invented, combined, optimized

• E-ELT: building on EPICS studies, Planetary Camera and Spectrograph (PCS) R&D roadmap written by ESO 
and made public to European Instituted 

• TMT: Planet Finder Instrument (PFI) study from 2006 concluded VNC is the optimal way to deal with 
segments, not true anymore 

• GMT: build on LBT experience, PIAA



Synergistic developments
B-6

Figure 2. ACAD’s principle applied to an AFTA aperture: DMs are controlled in
the ray optics approximation to shape the incident beam in order to fill the pupil disconti-
nuities associated with secondary support structures. This requires solving a second order
non-linear partial di�erential equation called the Monge Ampere Equation [Monge, 1781].
This ray optics calculation is the first step of the ACAD methodology discussed below. Solv-
ing the Monge Ampere Equation was for very long believed to be a major hurdle for the
kind of pupil remapping in arbitrary geometries required for this first step, as no numerical
method had even been published until 2010. In Pueyo and Norman [2012] we outlined a
methodology to solve the remapping problem using algorithmic advances recently published,
and devised a way to fold in realistic stroke and curvature constraints. The shapes shown in
the right panel are well within the stroke and curvature range of both Xinetic and Boston
Micromachines DMs.

3.2.1. ACAD’s principle: physics of phase to amplitude modulation. When using two se-
quential DMs as a pure amplitude actuator (e.g assuming a flat wavefront after the second
DM) the relationship between the surface deformations and the outgoing electrical field is
given by the Huygens integral. In Pueyo and Norman [2012] we derived, under the second
order approximation for the Huygens integrand, a simplified expression of this di�ractive
transfer function:
(2)
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where Z is the physical distance between the DMs, and bEDM1(⇥, �) is the Fourier transform
of the field before DM1. The functions (f1, g1) and (f2, g2) trace the geometrical remapping
between a point (x1, y1) at the surface of DM1 and a point (x2, y2) at the surface of DM2
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Nickel mask has been vacuum-deposited on a fused silica substrate.  

Attenuation profile was built up in a number of passes with a 

computer-controlled moving slit.  The same mechanism will be used 

to superimpose a dielectric phase layer in future work.    

THICKNESS-PROFILED NICKEL MASK 

Comparison of the prescribed transmittance profile with the measured 

profile of the mask pictured at left.  Desired profile is the red curve, the 

measured profile is the blue curve.      

Monday, 14 December 2009
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(Pueyo, Guyon, et al) (Carlotti, Kasdin, Sivaramakrishnan, 
Soummer, Mawet, et al)
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Figure 2. Left: A scanning electron micrograph (SEM) of a prototype OLE MKID. Center: The typical phase response
of a OLE MKID when illuminated with 254 nm photons. The inset shows actual data from an OLE MKID, consisting
of a histogram of 5000 photons with an energy resolution R = E/δE = 16. Right: The measured absorption of a 40 nm
thick TiN film on sapphire. This is roughly the detector quantum efficiency we can expect from the OLE MKID.

Any resonator that uses a superconductor for its inductor can function as a MKID. ARCONS will be using
titanium nitride (TiN) optical lumped element (OLE) MKIDs,7 formed by using an interdigitated capacitor
attached to a inductive meander (Figure 2, left) that functions as both the inductor and the photon absorber.
The advantage of this approach over strip detectors that use a separate absorber is that it eliminates quasiparticle
trapping since the inductor also functions as the photon absorber, allowing the detectors to achieve the best
theoretical energy resolution for a given operating temperature. TiN was chosen as the superconductor because
its superconducting transition temperature can be adjusted by varying the nitrogen content of the film, it has
a very long penetration depth leading to resonators dominated by kinetic inductance, and it has been shown to
form extremely high Q resonators.12

The OLE design, shown in Figure 2, is a simple one layer structure fabricated by optical lithography out of
a sputtered TiN film on a sapphire or silicon wafer. The inductive meander of an OLE MKID is patterned with
nearly the smallest feature size practical in order to increase the active area of the sensor. Our prototype OLE
MKID uses 0.5 µm wide slots and 3 µm wires. This arrangement reduces detector quantum efficiency by 17%
at wavelengths shorter than 0.5 µm, but provides the full quantum efficiency of the TiN film for wavelengths
longer than 0.5 µm where the inductor looks like a uniform superconducting sheet to the incoming photons.
Slot widths of 0.25 µm should be straightforward with modern lithographic techniques, removing this 17% loss.
In addition, a microlens array will be employed to focus the incoming light only on the sensitive area of the
resonator, allowing nearly 100% fill factor if a square microlens array is used. This allows a larger capacitor,
which lowers the detector TLS noise. A finite ground plane CPW feedline will pass near the capacitor, allowing
us to tune the coupling quality factor Qc by changing the distance between the capacitor and the feedline. The
resonant frequency of each pixel will be set by slightly changing the length (and hence the inductance) of the
inductor.

TiN has a gold color, and can be quite reflective in the infrared, as measured in the right panel of Figure 2.
Since the quantum efficiency of the device is determined by the amount of light absorbed by the metal, we plan
to use a surface treatment to improve the absorption. We expect to achieve a quantum efficiency of 70% over
the entire 0.35–1.35 µm band.

3. ARCONS
ARCONS is based around an adiabatic demagnetization refrigerator (ADR) with a base temperature of 70 mK.
It will contain 1024 pixels, making it the largest optical/UV LTD camera by an order of magnitude. ARCONS
will have a bandwidth of 350–1350 nm, limited by the sky count rate, and a field of view of approximately
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Figure 5. Principle of the SCC combined with a corona-
graph and a DM (top). A small hole is added in the Lyot
stop plane to create a reference channel. In the final focal
plane (bottom), the SCC image is formed by speckles en-
coded with Fizeau fringes

The electric field ⌅ in the pupil plane (Equation 7) after
the modified Lyot stop is

⌅(⇠,⇤)

⌅0
=

�
(P (⇠) + i�(⇠,⇤)) ⇥ F�1[M ](⇠)

⇥
.

(L(⇠) +R(⇠) ⇥ ⇥(⇠ � ⇠0)) ,
(21)

where ⇠0 is the separation between the two pupils in the
Lyot stop, and ⇥ is the Kronecker delta. ⌅ can also be writ-
ten as

⌅(⇠,⇤) = ⌅S(⇠,⇤) + ⌅R(⇠,⇤) ⇥ ⇥ (⇠ � ⇠0) , (22)

where ⌅S is the complex amplitude in the Lyot stop, de-
fined in Equation 8, and ⌅R is the complex amplitude in the
reference pupil. We denote with AR its Fourier transform,
the complex amplitude in the focal plane, of the light is-
sued from the reference pupil. In monochromatic light, the
intensity I = |F [⌅]|2 recorded on the detector in the final
focal plane can then be written as

I(x) = |AS(x)|2 + |AR(x)|2

+A⇥
S(x)AR(x) exp

⇤
�2i⇥x.⇠0

�

⌅

+AS(x)A⇥
R(x) exp

⇤
2i⇥x.⇠0

�

⌅
,

(23)

where A⇥ is the conjugate of A and x the coordinate in the
focal plane. The two first terms are the intensities issued
from Lyot and reference pupils, and provide access only to
the square modulus of the complex amplitudes. The two
correlation terms that create the fringes directly depend on
AS and AR.

When an o⇥-axis source (planet) is in the field of view,
its light is not di⇥racted by the coronagraphic mask. Thus,
it does not go through the reference pupil. Because the
lights of the o⇥-axis and in-axis sources are not coherent,
the o⇥-axis light amplitude in the focal plane does not ap-
pear in the correlation terms (i.e., its image is not fringed).

4.2. Complex amplitude of the speckle field

In this section, we demonstrate that we can use the SCC
image to estimate the complex amplitude of the speckle
field. We first apply a numerical inverse Fourier transform
to the recorded SCC image (Equation 23),

F�1[I](u) = F�1[IS + IR] + F�1[A⇥
S AR] ⇥ ⇥

⇤
u� ⇠0

�

⌅

+F�1[AS A⇥
R] ⇥ ⇥

⇤
u+ ⇠0

�

⌅
,

(24)
where IS = |AS |2 and IR = |AR|2 are the intensities of the
speckles and reference pupil, and u is the coordinate in the
Fourier plane.

F    (I   )
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−

F    (I   )
1

−1

ξ0

Figure 6. Correlation peaks in the Fourier transform of
the focal plane. The inverse Fourier transform of IS + IR
is circled in blue. The inverse Fourier transform of I� =
AS A⇥

R is circled in red.

F�1[I] is composed of three peaks centered at u =
[�⇠0/⇤,0,+⇠0/⇤] (Figure 6). We denote with DL the di-
ameter of the Lyot pupil and with DL/� the diameter
of the reference pupil (� > 1). The central peak is the
sum of the autocorrelation of the Lyot and reference pupils
F�1[IS + IR]. Its radius is DL because we assume � > 1.
The lateral peaks of the correlation (F�1[I�] and F�1[I+]
hereafter) have a radius (DL + DL/�)/2. Thus the three
peaks do not overlap only if (Galicher et al. 2010)

||⇠0|| >
DL

2

⇧
3 +

1

�

⌃
, (25)

which puts a condition on the smallest pupil separation.
The lateral peaks are conjugated and contain information
only on the complex amplitude of the stellar speckles that
are spatially modulated on the detector. When we shift one
of these lateral peaks to the center of the correlation plane
(u = 0), its expression can be derived from Equation 24:

F�1[I�] = F�1[AS A⇥
R]. (26)

Assuming � ⇤ 1, we can consider that the complex
amplitude in the reference pupil is uniform and that A⇥

R
is the complex amplitude of an Airy pattern. Therefore,
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Fig. 7.— Same data as in Fig. 1, now corrected for the effect of
small sample statistics. The red contrast curve is showing the true
contrast with 3 × 10−7 FPF (dashed red curve). A penalty factor
of 3.5, following Student’s t-test, has now been applied to the fake
companion in the bottom right image, restoring a 1−3×10−7 CL.

mality for the parent population is therefore essential for
the two-sample t-test with n1 = 1, and not only the
normality of the sample means x̄, which should be Gaus-
sian by the central limit theorem. Non-Gaussian speckle
statistics therefore needs its own particular solution.

5. CONSEQUENCES AND MITIGATION
STRATEGIES

The consequences for very small IWA range from se-
vere to acceptable, depending on the final application
and total information available.

5.1. Single object

When investigating the detection limit for a single ob-
ject, one is subject to direct hits from the limited number
of samples available. In the following, we will distinguish
the case where the contrast computation is done on a sin-
gle image (e.g. final product of a pipeline), and the case
where it is conducted on parts of, or all of the individual
frames from the observing sequence.

5.1.1. Case of one object with a single image available

The case of one object with a single final image avail-
able for the detection limit analysis is the worst case
scenario since the amount of information is extremely
limited. This situation is however very unlikely, and
would only occur if one does not have access to or master
the inner mechanics of a third-party pipeline. It could
also occur in the future for very high contrast imaging
coronagraphs on small space telescopes (1-2.4 meters),
where contrast levels are so high, and telescopes rela-
tively small, that exposures become long and scarce (they
are always limited in time due to cosmic rays though).

In this limiting case, detection limits would directly be
affected by the Student t-distribution, with correction
factors (with respect to the normal 5σ detection thresh-
old, i.e. with 3 × 10−7 FPF) as high as ≃ 10 at 1λ/D,
but decreases rapidly to ≃ 2 at 2λ/D, assuming purely
gaussian noise (see Fig. 5, left). Fig. 7 showcases a prac-
tical example using the same data as in Fig. 1 but now
with a contrast curve corrected for the effect of small
sample statistics, and a fake companion injected at the
level prescribed by the t-distribution in order to preserve
confidence levels.

5.1.2. Case of one object with a collection of images

Usually, the observing sequence of a single object con-
sists of several dozens of images, most of the time com-
bined (averaged) into a single final frame, where small
sample statistics effects are substantially affecting detec-
tion limits as we just saw. However, it is conceivable
that the analysis is conducted on the ensemble of individ-
ual frames, increasing the number of DOF accordingly,
and therefore alleviating the effect of small sample statis-
tics3. There are however three important caveats: pho-
ton noise, decorrelation timescales for quasi-static speck-
les (as discussed in the introduction), and human factors
in signal detection if target vetting is done visually (as is
often the case).
Let us introduce the debinning factor ζ, which gives

the final number of images retained for analysis. We note
that in this case, n1 that was equal to 1 in the previous
case will now be larger. Indeed we now have n∗

1 = n1ζ
and n∗

2 = n2ζ.

Photon noise vs small samples statistics— If the final
combination (averaging) of images is prevented, one has
to consider the effect of photon noise (neglected so far)
which affects SNR of individual images as

√
ζ. Unfortu-

nately, in high contrast imaging, photon noise is at its
highest close to the center so this effect has to be traded
off with the detrimental but robust effect of the small
sample statistics treatment on the combined image pre-
sented above.
Figure 8 shows what such a trade-off could look like

for various debinning factors (e.g. a debinning factor of
2 means that the whole data set was binned in two com-
bined frames), assuming decorrelated images (e.g. PCA
whitening was very efficient), and the antagonistic effect
of small sample statistics versus photon noise. From this
ideal case (Gaussian decorrelated noise), the trade-off is
clear, with a minimum around 3 for r = 1λ/D. Beyond
r > 1λ/D however, there is no gain brought by debin-
ning, photon noise being above the effect of small sample
statistics.

Correlated noise vs small sample statistics— Unfortu-
nately, for a series of images taken on a single object,
it is very likely that the images are not independent real-
izations with a well behaved Gaussian noise. Indeed, for
instance, while whitening with ADI is very efficient at
large angles, the limited projected parallactic angle vari-
ation at small angles prevents the whitening from being

3 We note here that auxiliary measurements such as telemetric
data from wavefront sensors can in principle have the same role as
additional frame.
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Fig. 7.— Same data as in Fig. 1, now corrected for the effect of
small sample statistics. The red contrast curve is showing the true
contrast with 3 × 10−7 FPF (dashed red curve). A penalty factor
of 3.5, following Student’s t-test, has now been applied to the fake
companion in the bottom right image, restoring a 1−3×10−7 CL.

mality for the parent population is therefore essential for
the two-sample t-test with n1 = 1, and not only the
normality of the sample means x̄, which should be Gaus-
sian by the central limit theorem. Non-Gaussian speckle
statistics therefore needs its own particular solution.

5. CONSEQUENCES AND MITIGATION
STRATEGIES

The consequences for very small IWA range from se-
vere to acceptable, depending on the final application
and total information available.

5.1. Single object

When investigating the detection limit for a single ob-
ject, one is subject to direct hits from the limited number
of samples available. In the following, we will distinguish
the case where the contrast computation is done on a sin-
gle image (e.g. final product of a pipeline), and the case
where it is conducted on parts of, or all of the individual
frames from the observing sequence.

5.1.1. Case of one object with a single image available

The case of one object with a single final image avail-
able for the detection limit analysis is the worst case
scenario since the amount of information is extremely
limited. This situation is however very unlikely, and
would only occur if one does not have access to or master
the inner mechanics of a third-party pipeline. It could
also occur in the future for very high contrast imaging
coronagraphs on small space telescopes (1-2.4 meters),
where contrast levels are so high, and telescopes rela-
tively small, that exposures become long and scarce (they
are always limited in time due to cosmic rays though).

In this limiting case, detection limits would directly be
affected by the Student t-distribution, with correction
factors (with respect to the normal 5σ detection thresh-
old, i.e. with 3 × 10−7 FPF) as high as ≃ 10 at 1λ/D,
but decreases rapidly to ≃ 2 at 2λ/D, assuming purely
gaussian noise (see Fig. 5, left). Fig. 7 showcases a prac-
tical example using the same data as in Fig. 1 but now
with a contrast curve corrected for the effect of small
sample statistics, and a fake companion injected at the
level prescribed by the t-distribution in order to preserve
confidence levels.

5.1.2. Case of one object with a collection of images

Usually, the observing sequence of a single object con-
sists of several dozens of images, most of the time com-
bined (averaged) into a single final frame, where small
sample statistics effects are substantially affecting detec-
tion limits as we just saw. However, it is conceivable
that the analysis is conducted on the ensemble of individ-
ual frames, increasing the number of DOF accordingly,
and therefore alleviating the effect of small sample statis-
tics3. There are however three important caveats: pho-
ton noise, decorrelation timescales for quasi-static speck-
les (as discussed in the introduction), and human factors
in signal detection if target vetting is done visually (as is
often the case).
Let us introduce the debinning factor ζ, which gives

the final number of images retained for analysis. We note
that in this case, n1 that was equal to 1 in the previous
case will now be larger. Indeed we now have n∗

1 = n1ζ
and n∗

2 = n2ζ.

Photon noise vs small samples statistics— If the final
combination (averaging) of images is prevented, one has
to consider the effect of photon noise (neglected so far)
which affects SNR of individual images as

√
ζ. Unfortu-

nately, in high contrast imaging, photon noise is at its
highest close to the center so this effect has to be traded
off with the detrimental but robust effect of the small
sample statistics treatment on the combined image pre-
sented above.
Figure 8 shows what such a trade-off could look like

for various debinning factors (e.g. a debinning factor of
2 means that the whole data set was binned in two com-
bined frames), assuming decorrelated images (e.g. PCA
whitening was very efficient), and the antagonistic effect
of small sample statistics versus photon noise. From this
ideal case (Gaussian decorrelated noise), the trade-off is
clear, with a minimum around 3 for r = 1λ/D. Beyond
r > 1λ/D however, there is no gain brought by debin-
ning, photon noise being above the effect of small sample
statistics.

Correlated noise vs small sample statistics— Unfortu-
nately, for a series of images taken on a single object,
it is very likely that the images are not independent real-
izations with a well behaved Gaussian noise. Indeed, for
instance, while whitening with ADI is very efficient at
large angles, the limited projected parallactic angle vari-
ation at small angles prevents the whitening from being

3 We note here that auxiliary measurements such as telemetric
data from wavefront sensors can in principle have the same role as
additional frame.

Statistical significance

Rebecca & Seth,  
P. Pirron, JR Delorme 

POP/POSTER



That’s all folks! Have fun out there!
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